
BASIC ERGODIC THEORY: EXERCISES

Exercises for Lecture 1

Exercise 1.1. Suppose (Ω,F , µ) is a probability space. Show:

(1) If A,B ∈ F and A ⊂ B, then µ(A) ≤ µ(B)
(2) If A,B ∈ F then µ(A ∪B) = µ(A) + µ(B)− µ(A ∩B)

Exercise 1.2. Suppose Ai ∈ F and Ai ⊂ Ai+1 for all i. Show that µ(An) −−−−→
n→∞

µ (
⋃∞

n=1An) . (Hint: Write
⋃∞

n=1An =
⊎∞

n=1Bn for suitable disjoint sets Bn.)

Exercise 1.3. Suppose Ai ∈ F and Ai ⊃ Ai+1 for all i. Show that µ(An) −−−−→
n→∞

µ (
⋂∞

n=1An) .

Exercise 1.4. A subset U ⊂ R is called open, if for every x ∈ U there is a δ > 0
s.t. for every y, |y − x| < δ ⇒ y ∈ U . Show:

(1) Every open set is union of open intervals
(2) Every open set is a countable union of intervals
(3) If a σ-algebra F contains all open intervals, then it contains all open sets.
(4) If a σ-algebra F on [0, 1] contains all open intervals, then every continuous

function f : [0, 1]→ R is F -measurable

Exercises for Lecture 2

Exercise 2.1. A simple function is a finite linear combination of indicators of
measurable sets. Show that every simple function is measurable.

Exercise 2.2. Suppose fn are measurable functions for all n ∈ N, and there is
a constant M s.t. −M ≤ fn ≤ M for all n. Show that f(ω) := supn∈N fn(ω),
g(ω) := infn∈N fn(ω) are measurable.

Exercise 2.3. Prove that for every bounded measurable function |
∫
fdµ| ≤

∫
|f |dµ

Exercise 2.4. We say that two bounded measurable functions f, g are equal almost
everywhere if µ[f 6= g] = 0. Verify that [f 6= g] is measurable. Then, show that if
f = g a.e., then

∫
fdµ =

∫
gdµ.

Exercise 2.5. Suppose (X,B, µ, T ) is a probability preserving transformation.
Show that

∫
f ◦ Tdµ =

∫
fdµ for all f : X → R bounded measurable.

Exercise 2.6. Prove Chebyshev’s Inequality: If f : X → R is bounded and mea-
surable, then µ[f > t] ≤ 1

t2

∫
f2dµ for all t > 0.
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1. Exercises for Lecture 3

Exercise 3.1. Show that if f, g are bounded measurable functions satisfying f ≥ g,
then

∫
(f − g)dµ = 0 implies that µ[f 6= g] = 0.

Exercise 3.2. Show that f(ω) = lim supN→∞
1
N

∑N
k=1 f(T kω) is T -invariant.

Conclude, using the Bounded Convergence Theorem, that if (Ω,F , µ, T ) is ergodic,
then f(ω) =

∫
fdµ a.e.

Exercise 3.3. Show that H(~q1, . . . , ~qN ; ~p1, . . . , ~pN ) is an invariant function for the
gas system discussed in lecture 1.

Exercise 3.4. Suppose µ1, µ2 are two different ergodic invariant probability mea-
sures for the same dynamical system T : Ω → Ω. Prove that there are disjoint
measurable sets A,B s.t. µ1(A) = 1, µ2(B) = 1, µ1(B) = 0, µ2(A) = 0.

Exercise 3.5. Complete the proof of the ergodic theorem by showing that
∫
fdµ ≤∫

Adµ, where A(ω) = lim inf
n→∞

1
n

∑n−1
k=0 f(T kω).

2. Exercises for Lecture 4

Exercise 4.1. Show that the angle doubling map T (x) = 2xmod 1 is probability
preserving on [0, 1] with the Borel sets F and the Lebesgue measure µ. Guidance:
show that A := {E ∈ B : T−1E ∈ B and µ(T−1(E)) = µ(E)} is a σ-algebra
which contains the intervals.

Exercise 4.2. Prove the approximation lemma: Suppose E is a Borel subset of
[0, 1], then for every ε > 0 there is a finite collection of dyadic intervals I1, . . . , IN
s.t. µ(E4

⋃N
k=1 Ik) < ε, where A4B = (A \B) ∪ (B \A). Guidance: Show that

(1) The statement is true for E = [a, b)
(2) The statement is true for E = {a}
(3) The statement is true for every interval
(4) If the statement is true for E, then it is true for Ec

(5) If the statement is true for E1, E2, . . . , EN ∈ F , then it is true for
⊎N

i=1Ei.
(6) If the statement is true for E1, E2, . . . ,∈ F , then it is true for

⊎∞
i=1Ei.

Now deduce that A := {E ⊂ [0, 1) : ∀ε∃n, I1, . . . , In dyadic s.t. µ(E4
⋃n

k=1 Ik) <
ε} is a σ-algebra which contains F .

Exercise 4.3. Prove that T (x) = 3xmod 1 on [0, 1] equipped with Lebesgue’s
measure is mixing.

Exercise 4.4. Prove that T (x, y) = (x + αmod 1, y + βmod 1) on [0, 1)2 is not
mixing.


