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Resumo

Pretendemos estudar na literatura uma légica que permita raciocinar sobre aspectos rele-
vantes em seguranca de informagao. Tipicamente num problema de segurancga precisamos
de raciocinar sobre o conhecimento do intruso, a incerteza associada a distribuicao dos
objectos desconhecidos e ainda sobre actualizacoes de informacdo. A légica dinamica
probabilistica e epistémica parece cobrir todos estes requisitos e impoe-se suficientemente
expressiva para modelar situacoes simples mas pertinentes em seguranca. Neste texto
faremos uma revisao da logica dinamica probabilistica e epistémica e culminamos com a
aplicacao desta logica a duas situacoes simples mas bastante significativas em seguranca
de informacao. A primeira aplicacdo surge no ambito da criptanalise e baseia-se na de-
scoberta de um segredo por parte de um atacante que tem a capacidade de interagir com
o sistema. O segundo problema prende-se com os conhecidos chosen-plaintext attack e
chosen-chiphertext attack e desenvolve-se em torno da importante nocao de indistinguibil-

idade computacional.

A l6gica dinamica probabilistica epistémica prova ser importante no contexto da seguranca
de informacao, apresentando potencialidades para no futuro ser a base da correcgao de

alguns protocolos em seguranca.

Palavras-chave: l6gica modal, légica epistémica, l6gica probabilistica epistémica, 1égica
dindmica probabilistica epistémica, seguranca de informacao, indistinguibilidade computa-

cional.
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Abstract

We pretend to study in the literature a logic that allows us to reason about relevant issues
in information security. Typically in a security problem we need to reason about the in-
truder’s knowledge, the uncertainty related with the distribution of the unknown objects
and still about updates of information. The dynamic probabilistic epistemic logic seems
to cover all these requirements and imposes itself to be expressive enough to model simple
but relevant situations in security. In this text we make an overview of the dynamic prob-
abilistic epistemic logic and we end up applying this logic to a couple of simple but quite
significant situations in information security. The first application arises in the context of
cryptanalysis and is based upon the discovery of a secret by an attacker who is able to
interact with the system. The second problem is related to the known chosen-plaintext
attack and chosen-ciphertext attack and is developed around the important notion of com-

putational indistinguishability.

The dynamic probabilistic epistemic logic proves to be importance worthy in the context
of information security, with the potential to constitute in the future the basis of the

correctness of some security protocols.

Key words: modal logic, epistemic logic, probabilistic epistemic logic, dynamic proba-

bilistic epistemic logic, information security, computational indistinguishability.
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Chapter 1

Introduction

Information security is a topic that has been shown essential nowadays. We live in a world
full of electronic communications and commerce, which requires a growing need for security.

Actually, information security has been the subject of much research in the last years.

To study secure communication protocols, two approaches have been used. The formal
approach adopts the Dolev and Yao attacker under an idealization of the cryptographic
systems. Despite assuming an idealization of the cryptographic primitives, this approach
represented a significant breakthrough in research in recent years, in fact it is scalable and
automatable. Nevertheless this approach is not perfect and omits many of the concrete
problems in cryptography. On the contrary, the computational approach seems to be closer
to reality. In this approach all the issues of computational complexity, resource-bounded
attackers and probabilities of attack are taken into consideration. Since it stands closer to
reality, it is far from being scalable or automatable. Recently, there has been an effort into
making these approaches closer and getting profit from the advantages of both of them.
One way of approaching the problem is to incorporate equational theories, probabilities,
and to a certain extent complexity issues, into a full-fledged security logic, and this is our

long term objective.

For now, this work consists in preparing the ground for the subsequent construction of the
information security logics we have in mind. Typically, in problems of information security
we need to reason about the intruder’s knowledge, the uncertainty related with the distri-

bution of the unknown objects and still with updates of information. We shall therefore



concern ourselves with studying the literature on logics for knowledge and probability that
also allow us to reason about information changes. The purpose of this text is to present
an overview of dynamic probabilistic epistemic logic and then test it by modeling original

applications on security motivated questions.

Reasoning about knowledge (see [7] for an overview) is an interesting topic of research since
early in economics, philosophy and more recently in computer science and mathematics.
It was a very exploited area until a strong interest in talking about uncertainty emerged
and in 1976 Aumann began introducing probabilities on his papers. However, a proper
logic with a language that allows us to reason about both knowledge and probability was
just presented in 1988 with the preliminary versions of [5] and [6]. After Gerbrandy’s [§]
concern on introducing a dynamical component on the epistemic case, in 2003 Kooi [15]
pieced together the probabilistic epistemic case of [5] with the dynamical epistemic case of
[8]. More recently [3] presents a more complete approach of dynamic probabilistic epistemic

logic.

Often, in problems of information security we focus on the behavior of the attacker thus
confining ourselves to the study of a single-agent in the system. The applications that we
will study at the end of this text rely on this. Therefore we will not concern ourselves on

defining common knowledge not even distributed knowledge as usual in the literature.

This text is divided into two major parts. In the first one (Chapter 3) we recall the
construction of the logic for knowledge, probability and information updates, step by step.
This first part consists of an overview of the already known results of probabilistic epistemic
logic with a dynamical component. In the second part (Chapter 4) we test the logic in
a couple of original applications that depict two simple but quite significant situations in

information security.

In Section 3.1 we begin by introducing and making an overview of epistemic logic. This
logic allows us to reason about the knowledge of the agents in static scenarios. Then we
increment the logic, introducing uncertainty in Section 3.2 and obtaining probabilistic epis-
temic logic. Pairing this definitions together with the proofs of soundness and completeness
we get the logic for the static case. With this static logic we make a detour on the single
agent case in Subsection 3.2.1 and study complexity-related questions in this simpler case.
Then we come back to the general case to remember we need to reason about information

updates and with this purpose in Chapter 3.3 we begin introducing a particular case of



update, the public announcements. Hence we generalize this approach to the case where,

in fact, updates are not deterministic and occur with a given probability.

In the closing Chapter 4 we dedicate ourselves on applying this theory to a pair of original
applications towards information security. In this last chapter, the logic is reduced to the

single agent case, focusing the analysis on the intruder’s behavior.

In the first application, the logic is used to model a usual problem associated with crypt-
analysis: there is a secret and an attacker who interacts with the system, gets information
and so reduces the uncertainty associated to the secret and eventually ends up discover-
ing its value. The second application is based on the important concept of computational
indistinguishability, which is crucial in information security, namely it is the base of the se-
mantic characterization of asymmetric encryption schemes such as chosen-plaintext attack
or chosen-ciphertext attack. We introduce the definition of computational indistinguisha-
bility and after analyzing its possible variations use dynamic probabilistic epistemic logic

in order to express it.






Chapter 2
Preliminary

This preliminary section aims to make this text self contained. We define several notions

in logic and present some introductory results.

The development of a logic consists in defining a formal language and in specifying a

procedure to obtain valid reasoning patterns.

Definition 2.0.1 A logic consists of a language and a consequence operator, L = (L,I),
where L # 0 and FC 2% x L wverifies the following conditions:

(i) THAifAeTl
(ii) f T CA and ' A then A A

(iii) if T+ A for all A€ A and A+ B then ' - B.

In axiomatizable logics it still verifies
(iv) if I' b A then there exists a finite o C T' such that To = A.

Notice that if the language L have some structure and some connectives then the conse-

quence operator may verify some extra conditions.
Notation: Most of the times we confuse the notation of language L with L.

We must establish a consequence relation. With this purpose we can use either the deduc-

tive way or the semantic way. We begin by introducing a consequence relation by means



of the deductive approach. For this we need to characterize a deductive system.

Definition 2.0.2 A rule of inference has the form Al%j’A". The formulas A1, ..., A, are
the premises and A is termed the conclusion.

‘ - Ar..., Ay
A set of formulas is closed for an inference rule ===

if whenever the set contains all the
premises then it also contains the conclusion.

We define an axiom to be an inference rule without premises.

Notation: We denote an axiom

without the horizontal bar, i.e

Definition 2.0.3 An inference system is a collection of axioms and inference rules.

To reason in a logic we need to establish a relation between formulas and it can be achieved

through the notion of derivability.

Definition 2.0.4 Consider an inference system. A proof consists of a sequence of for-
mulas, each of which is an hypothesis, an instance of an axiom or is the result of applying
an inference rule to the previous formulas.

We say that we have a proof of ¢ from I' if we have a proof where v is the last formula in
the sequence and all the hypotheses belong to T'.

Moreover, we say that ¢ is provable (or ¢ is a theorem), and write - ¢, if we have a proof
of .

Notation: To simplify the notation, we write 11, ..., 1, - ¢ instead of {11,...,1¥,} F ¢.
Moreover we denote ' Aand ' Bby ' - A, B.

Now that we already introduced the notion of consequence relation in a deductive way, we
care about the definition of a consequence relation in a semantic approach. So we need to

clarify the notion of a model for a logic.
Models for a logic are structures that attribute a meaning to formulas of the language.

Definition 2.0.5 Let £ be a logic. A satisfaction relation is such that IFC M x L, where
M is the class of models for L and L is the language.



We say we are in the presence of a semantics when it is defined a class of models M and

a satisfaction relation .

Definition 2.0.6 Let L be a logic, M the class of models for L and ¢ € L a formula.
We say that

w is valid, I+ o, if ¢ is true in all the models in M,
w 1is satisfiable if exists a model in M that makes the formula ¢ true,

¢ is semantic consequence of a set ' C L, T' = ¢, if in any model where all the formulas

of I' are valid, ¢ is also valid.

Definition 2.0.7 Let L be a logic and consider a semantics M, IF.
We say that the inference system is strongly sound for L if for every set of formulas T’ C L,

any formula that is provable from I, follows semantically from T,
if T'F @ then T' = .

An inference system is weakly sound if every formula provable in L is valid with respect to
every model M, i.e.
if F o then IF .

Reciprocally, an inference system is strongly complete for L if for every set of formulas

I' C L, any formula which semantically follows from I' is derivable from T,
ifT' =@ thenT'F .
An inference system is weakly complete for L if every valid formula is provable, i.e.,
if - then F .
Definition 2.0.8 Let £ be a logic and ¥ C L be a set of formulas. We define
U to be F-consistent if exists 1 € L such that Wt 1.

If U is not F-consistent , we say ¥ is F-inconsistent .

The notion of (in)consistency is very important. Definition expresses pretty well the
concept of inconsistency, however there is another approach to this notion that in the more
specific context where we will work is equivalent to the previous one, and it is quite easy

to use in the proofs we will have to do.



For this reason we now reduce the level of generality and specify the logics with which we

will deal.

Definition 2.0.9 A set C provided with a function f : C — Ng is called a set of

constructors. The function f assigns to each constructor ¢ € C' its arity f(c) € Ny.

Typically, the language is constructed inductively from a set of primitive propositions and

a set of constructors.

Definition 2.0.10 Given a set ® of primitive propositions and C' a set of constructors,

a language L is defined inductively as follows:
e PCL
e ifceC and p1,...,04c) €L thenc(gol,...,gof(c)) el

Later on we are interested in modal logics, so in particular we want to talk about classical
based logics. With this purpose we assume from now that the language is constructed
at least with the connectives =, A,—,V. In addition assume some properties over these

connectives:

i IJAFB iff TFA— B
ii.'-AB iff TFAAB

iii. 'FAorI'FB iff TFAVB
iv. if ' Athen 't/ —A

v. A,-AF B,
where A, B € £ are any formulas.

As stated above, the notion of inconsistency is very important and the approach of consis-

tency with connectives is easier to use, therefore consider the following

Definition 2.0.11 Let L be a logic, @, p1,...,0n € L formulas and ¥ C L an infinite
set of formulas. We define

e © to be F-consistent if t/ —p;
o {p1,...,0n} to be F-consistent if p1 A ... A py, is F-consistent ;

o VU is -consistent if all its finite subsets are F-consistent .



If U is not F-consistent , we say ® is F-inconsistent .
Proposition 2.0.1 Let L be a logic (with the assumptions above).
Definition and Definition are equivalent.
Proof: Since the classical negation is explosive, i.e.
forall AC L, A, B € L we have A, A,-A+ B,

Definition [2.0.8] is equivalent to the following definition
VU is F-inconsistent  iff exists a formula B such that ¥ + B, —B. (2.1)

Let ¢ be any formula.
Assume ¢ is F-inconsistent in the sense of Definition [2.0.11} Then we have F —¢. So

¥ t ¥, 7P, SO " holds.
Reciprocally, assume ¢ is F-inconsistent wrt Definition Then ¢ - —p. By the
assumption of local deduction, we can use deduction metatheorem (property ) and it

follows that - ¢ — —¢. Since we are working with classical negation we have F —. |

Definition 2.0.12 Consider an inference system and let T, A C L be any sets of formu-
las.

T is a maximal consistent subset of A if
o T is F-consistent
e TCA
e forall p € A\T, the set Y U{p} is F-inconsistent .

Lemma 2.0.13 Consider an inference system and let A C L a countable set of formulas
which is closed with respect to classical negation and conjunction.
Then, every F-consistent set T C A can be extended to a maximal consistent subset of A.

If T is a maximal consistent subset of A then
(i) for every formula ¢ € A exactly one of ¢ and = belongs to T,
(ii) if oA e Athen o N eT iff peX andp €T,

(ii3) if p,(p =) €Y thenyp € T,



(iv) if ¢ is provable then ¢ € Y.

Proof: Let T C A be an F-consistent set. A is a countable set of formulas, say A =
{W}iew'

Now consider the following construction of the extension of T to a maximal consistent
subset of A:

Ty = 7T

TiU{tip1} if Ty U {tip1} is F-consistent

Tiy1 = .
T, otherwise

Let T = Ufi() ;.

Each finite subset A of T is contained in some T, k € N. Since Y}, is F-consistent so is A.
Therefore T is F-consistent .

Let ¢ € A be a formula such that o ¢ T and p € A = {Wi}iens say @ = Y. I U{thn, }
is F-consistent , then Y, 11 = T, U {0} C Y and 1, € Y, which is a contradiction. So
Y0 U{thm} € T U {th,} is F-inconsistent and hence T U {14, } is F-inconsistent . We then

have T a maximal F-consistent set which contains Y.
Now let T to be a maximal consistent subset of A. Using the properties of - we have:

(i) Let p € A, we want to show that either YU{¢} or TU{—¢} is F-consistent . Assume
that both T U {¢} and YT U {—¢} are F-inconsistent . Then for all formulas £ € L,
TU{p}F &and TU{-p}F & Since we are working with classical logic it follows
that T U {p V =} F & But then Y U {¢ V ¢} is F-inconsistent and therefore Y
is F-inconsistent (because ¢ V = is a classical propositional tautology), which is a
contradiction.

So T U {¢} is F-consistent or Y U {—p} is F-consistent . If T U {¢} is F--consistent ,
then ¢ € T because T is maximal. Similarly, in the other case, —=p € T. Of course,
@ and =@ could not belong both to T, for otherwise by property of -, T would

not be -consistent .
(ii) Let o A9 € A.
If o A € T, then we must have ¢ € T, for otherwise, by (i) - € T and T would

be F-inconsistent . Similarly, ¢ € T.
Assume now ¢, € T, we must have o A € T, for otherwise by , “(pNY)eT

10



and then T could be F-inconsistent .

(iii) Suppose ¢, (¢ = 1) € T and assume ) € 1.
Consider {p,p — 1,1} C T a subset. We have:
(Ao = A=) = (A (2 V) A=)
==2((p A= A=) V(e AP A=) = (mp VoV YP) A (mp V=t V)
which is provable. So Y is F-inconsistent , which is a contradiction.
By (i) we must have ¢ € T.

(iv) Suppose ¢ is provable.
T U {p} is clearly F-consistent , but T is maximal, so ¢ € Y. [ |

Lemma 2.0.14 Let p1,...,0m, @ € L be formulas.
If {¢1, ..., om, @} is F-inconsistent then b @1 — (2 = (... = (on = @) -+)).

Proof: Suppose {¢1,...,om, ¢} is F-inconsistent . By Definition
DLy ey Pms 9 F (1 AL A A ).
Since we are working with classical negation we equivalently have
Plyee ey Pmy 0 F 1 VooV —mm V.
And using [l it follows that
02,y Pmy, e 1 = (m1 VLV o Vo).
Using propositional reasoning this is clearly equivalent to
02, ... 0,01 = (2 V.oV Do, Vo).
By an induction argument we get
“obor = (02 = (= (om = @) ).
Therefore - = — (01 — (2 = (- = (Pm —> ) --+))), which is equivalent to
Fo1r = (g2 = (= (om = @) ).
[ |

As we saw, the language is typically defined recursively. In the proofs we will use very

often this recursive feature of the language. For this we define the notion of subformula.

11



Definition 2.0.15 Let L be a language and consider ® and C' to be, respectively, the set
of primitive propositions and the set of constructors used ti define the language.

We define the set of subformulas of ¢ as:

o Sub(p) = {p}, forpe @

o Sub(c(p1,...,0n)) ={c(o1,...,pn)} U U Sub(p;).

i=1

Moreover, we define Subp to be the set of subformulas of ¢ and their negations,

Subp = Sub(e) U{p € L | =p € Sub(p)}.

Later we will need the notion of functional completeness. Its reciprocal consists of a simple

observation.

Remark 2.0.16 If we assume the logic to have propositional symbols p1,...,p, and to
be classical based, then it is straightforward to see that each classical formula ¢ with n
variables, ©(p1,...,pn), define a Boolean function f : 2" — 2. To define the function f

it is sufficient to construct a truth table.

Example 2.0.1 To the formula p1 A py corresponds the function f: 2% — 2 defined by

f(1,1) =1, f(1,0) =0, f(0,1) =0, f(0,0) =0.

Definition 2.0.17 If every function f : 2™ — 2 for n > 1 can be realized by a formula

© which only uses the connectives on a set C, we say that the set C is functional complete.

Remark 2.0.18 {A,—} is functional complete.

12



Chapter 3

Dynamic Probabilistic Epistemic

Logic

We are interested in studying dynamical probabilistic epistemic logics. With this purpose
we start our study with the epistemic case, then we introduce uncertainty and further we

want to be able to reason about a dynamical component.

All of these logics have the particularity of being modal logics. We shall therefore briefly

introduce the study of modal logic.

In modal logic, the language has, besides the usual constructors of classical based logics,

modal operators {{J; }j ¢y and {Q;} which represents necessity and possibility. Assume

jeJ’?
each modal operator OJ; (or ¢;) has arity m;.

Convention: We define the possibility operator ¢ as
<>A — =[1-A.

The language in modal logic is defined recursively, as usual. We fix ® to be a set of
primitive propositions, then using the constructors and the modal operators the formulas

are constructed.

Notation: We define the formula true to be p VvV —p for any primitive proposition p. false

is defined to be —true.

The models for modal logic that we use are Kripke structures.

13



Definition 3.0.19 A Kripke structure is a tuple M = (S,m,{R;}jcs) where S is a set
of states, w is an identification function that for each s € S assigns true or false to the

primitive propositions and R; is a (mj + 1)-ary relation on S, for each j € J.

For semantics to be fully characterized we define by induction the truth of formulas with

the modal operator [I.

Definition 3.0.20 Let ® be the set of primitive propositions, M a Kripke structure and
L a language with the modal operator O which has arity n. Let s € S be a state and ¢ € L
a formula.

If ¢ is a primitive proposition, we have (M, s) Ik ¢ iff w(s)(p) = true.

If ¢ is of the form O(p1 ..., pn) for some formulas ¢1,...,p, € L, we define

(M, s)IFO(p1,y...,0n) iff forallvi,...,v, €S such that (s,v1,...,v,) € R, (M, v;) IF @,

foralli=1,...,n.

Moreover, when the logic uses connectives, the truth of formulas using that connectives
should be defined.

Typically in modal logic we study infinite sets which usually makes the logic not complete
in the strong sense. Therefore in this text we will seek to prove soundness and completeness

in the weak sense only.

To close this preamble in modal logic we present two basic definitions and a trivial result

that are needed in future proofs.

Definition 3.0.21 Let R be a binary relation on a set S.

R is said to be an equivalence relation if
o R is reflexive, i.e, for all s € S, (s,s) € R,
e R is symmetric, i.e., whenever (r,s) € R, (s,r) € R and
e R is transitive, i.e., whenever (r,s),(s,t) € R, (r,t) € R.

Definition 3.0.22 Let R be a binary relation on a set S.
R is said to be Euclidean if whenever (s,t) € R and (s,u) € R then (t,u) € R, where
s, t,u € 8S.

Lemma 3.0.23 If R is reflexive and Euclidean, then R is symmetric.

14



Proof: Suppose R is reflexive and Euclidean and let s,t € S be such that (s,t) € R.
Since R is reflexive, (s,s) € R. So we have (s,t),(s,s) € R. R is Euclidean, so (t,s) € R

and R is symmetric. [ ]

3.1 Epistemic Logic

In this section we provide an overview of epistemic logic in [7].

Definition 3.1.1 Consider n agents 1,...,n. The epistemic language LXK (®) has the

following inductive syntax
@ u= plople AP Kip
where p € ® and i € {1,...,n}.

Notation: Since the set of primitive propositions was fixed at the beginning of the chapter,

we will drop the dependence of the language on ® and we will denote £X := LXK ().

The epistemic logic we are presenting contains the modal operators K, ..., K, that allow

us to reason about the knowledge of each agent.
The expression K;¢ should be read as “agent ¢ knows ¢”.

It should be noted however that there are other approaches to epistemic logic, namely

logics that reason about belief.

Definition 3.1.2 A Kripke structure for knowledge for n agents 1...,n over ® is a
tuple M = (S, m,K1,...,K,) where S is a nonempty set of states or worlds, ™ is an
interpretation function that for each state s € S assigns true or false to the primitive

propositions p € ®, and finally, for each i € {1,...,n} K; is an equivalence relation.

In the context of epistemic logic is intuitive the meaning of the equivalence relation /C;:

(s,t) € K; if agent i considers world ¢ possible given his information in world s.

Remark 3.1.3 [t is common to define Kripke structures assuming KC; to be any binary
relation, but in order to model knowledge we require each IC; to be an equivalence relation.
Then it will coincide with our idea that (s,t) € K; if s and t are indistinguishable for agent

i, i.e., agent i has the same information in both worlds.

15



The assumption that IC; are equivalence relations traduces in properties that represent the
characteristics of a perfect reasoner. It is our assumption throughout this text that the

agents are perfect reasoners.

Notation: Let K;(s) := {t € S| (s,t) € K;} represent the set of all the states indistin-

guishable from s from the point of view of the agent .

Definition 3.1.4 Let LX be the epistemic language over ® and M = (S, m,Kyq,...,Ky)
a Kripke structure for knowledge over ®. Let s € S be a state and ¢ € LE be a formula.
If ¢ is a primitive proposition p € ®, we define

(M,s)IFp if and only if  w(s)(p) = true. (3.1)
If @ is of the form —, for some formula 1, we define
(M, s)IF =) if and only if (M, s) I} ¥ (3.2)
If @ is of the form £ A, for some formulas & and ¥, we define
(M, s)IF €A if and only if (M, s) - & and (M, s) - . (3.3)
If @ is of the form Ky, for some formula 1 we define

(M,s)lF Koo if and only if  for allt € S s.t. (t,s) € K, (M, t) - 1. (3.4)

(13.2) and (3.3)) tell us we are dealing with classical connectives. Whereas (3.4) expresses
the idea that agent 7 knows 1 at a given world s if ¥ holds in all worlds that agent i

considers indistinguishable from s.

Notation: Let MX denote the collection of Kripke structures for knowledge for agents

1,...,n over ®.

Throughout the overview of the dynamic probabilistic epistemic logic we will follow closely
an example inspired in my bus trips to the high school. The pictures depict the situation

and should be observed while the problem is exposed.

Example 3.1.1 Consider four passengers traveling in a bus.
In the beginning of the trip the driver reveals that the bus has four passenger seats, two of
them have black back side and the other two have white back sides.

Passengers are arranged in such a way that passenger 1 and passenger 2 do not see any

16



back side of the other seats, passenger 3 sees the back side of 2’s seat and passenger 4 sees
the back side of the seats of 2 and 3.

In this bus trip there are 4 agents. The primitive propositions should express the color
of each seat’s back side. For each i € {1,2,3,4} let us assume w; means “the back side
of passenger i’s seat is white”. Consider ® = {wq,ws, w3, wy} to be the set of primitive
propositions.

The Kripke structure for knowledge is given by M = (S,m,K1, Ko, K3,K4), where S =
{(z1, 72,23, 74) € {0, 1} : 21 + 2 + 23 + 14 = 2} Tepresents all the possible worlds.

Denoting the real world by s* we have
w(s*)(wl) = W(S*)(U)B) = true’

7(s") (w2) = (s7) (wa) = false.

1t is straightforward to define m on all the other worlds of S.
We should expect that

IC4 - {((31782a 83784)7 (t17t27t37t4)) S SQ S22 = t2 and 83 = t3} )

This means agent 4 can not distinguish worlds where seats 2 and 3 has the same color. In

particular, this restriction on K4 implies
(M, S*) I- K4(—\’UJ2) A K4(w3),

i.e. passenger 4 knows that the back side of 2’s seat is black and the back side of 3’s seats
is white, as we imposed in the beginning.
Moreover, K3 = {((51, 59,83,54), (t1,t2,13,14)) € S : 59 = tQ} and K1 = Ky = S2. O
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Now that we have inspired us, we need to introduce some axioms and inference rules that

allow us to reason deductively over the epistemic logic.

Definition 3.1.5 Let the inference system for knowledge $H be composed by the following

azxioms and inference rules:

K1. All tautologies of the classical propositional calculus

K2, (KipANKi(p =) = Ky, i=1,...,n [Distribution Axiom]

K3. Kip—p, i=1...,n [Knowledge Aziom]

K4. Kip = KK, i=1,...,n [Positive Introspection Aziom]
K5 —-Kip— Ki~Kjp, i=1,...,n [Negative Introspection Aziom|]
R1. From ¢ and @ — 9 infer 1 [Modus Ponens]

R2. From ¢ infer K;p [Knowledge Generalization/

Notation: Let FX represent the deductive system corresponding to the inference system

for knowledge.

This inference system allows us to reason about knowledge. K2 represents the idea that
agents know all the logical consequences of their knowledge. K3 means agents only know
valid formulas. Moreover, agents are perfect reasoners and it follows that our logic verifies
the additional properties K4, agent ¢ recognizes all the things he knows, and K5, agent ¢

recognizes what he does not know.

Proposition 3.1.1 Consider the epistemic deductive system I—f. We have the theorems

K(A— B)— (KA — KB) (3.5)
K(AAB) & (KAAKB) (3.6)
KA — K(AV B) (3.7)

Proof:
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(3.5)) Is an immediate consequence of K2.
5-6)

K(AANB) iff K(-(A— —-B)) then ~K(A — —B) then -(KA — K—B) then

~(~KAV K-B) then =(~KAV ~KB) iff KAAKB.

Reciprocally, since B — (A — AA B) is a tautology, if KAANKB then KAANK(A — AAB)
and using K2, K(A A B).

(3.7) Suppose KA holds.
Since A — AV B is a tautology, applying R2 we have K(A — AV B).

Then KAN K(A — AV B) holds and by K2 it follows that K(AV B). |

Lemma 3.1.6 If
every F5 -consistent formula in [,ff is satisfiable with respect to /\/an (3.8)

then
every formula in EnKthat 1s valid with respect to Mff is provable in HX.

Proof: Suppose that (3.8) holds and let ¢ € £X be a formula.

In order to obtain a contradiction let us assume ¢ is valid with respect to MX and ¢ is
not provable. Since we are using classical negation this means —— is not provable. Then,
by Definition - is ¥ -consistent . By , — is satisfiable with respect to MX

which contradicts the assumption that ¢ is valid. |

Theorem 3.1.7 $H% is a sound and (weakly) complete aziomatization for the epistemic

logic with respect to MX.

Proof:

Let us begin proving soundness. Consider M to be a Kripke structure for knowledge in
ME.

First of all, we will see K1 holds. Let A be a propositional tautology. We want to see that
M I+ A.

A being a tautology means A is true in every valuation, with the inductive definition of
validity this means that for every state ¢ we have (M, t) IF A, so M IF A.
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Let us now see R1 is a valid in £X. Suppose M IF ¢ and M IF ¢ — 4.
For all states s € S, (M, s) IF ¢ and (M, s) IF ¢ — 9. By K1, for each state s, (M, s) IF 1,
so M |- 1.

For R2, suppose M I+ . For all states s € S, (M, s) I ¢. Let t € S be any state, we have,
for all s € IC;(t), (M, s) IF ¢, so (M, t) IF K;p. Since t € S is any state, M |- K;p.

For axiom K2, let i € {1,...,n} and s € S be any state. Suppose that
(M, s) IF (Ko A Ki(p — 1)).
We have

for all state t € IC;(s) such that (M,t) IF ¢ and (M,t) IF ¢ — ¢

iff  for all state ¢t € IC;(s) such that (M,t) IF ¢ A (¢ — )

By R1 we have for all state t € K;(s) such that (M, t) IF 1, so (M, s) IF K.
Since s is any state it follows that M IF K.

For K3 assume M I K;¢p, then for all s € S, (M, s) IF K;p. Fix s € S. For all t € K;(s)
we have (M,t) I+ ¢. K; is reflexive so (s, s) € K; and we have (M, s) IF ¢. Now let s range
over S and get M IF ¢.

Axiom K4 follows from transitivity. Suppose M I+ K.

For any state s € S, (M,s) IF K;p. Fix s € S. For each state t € K;(s) we have that for
all u € K;(s), since K is transitive and (u, t), (t,s) € KC;(s) then u € IC;(s) so (M, u) IF ¢.
Therefore, (M, s) IF K;p and since t is any state in K;(s) it follows that (M, s) IF K; K;p.
Hence M I+ K; K;p.

Finally, axiom K5 follows from symmetry and transitivity. Suppose M |- —K;p. Then, for
every w € S, (M,w) IF -K;p  iff

exists ¢t € IC;(s) such that (M,t) I ¢, i.e.,

exists t € IC;(s) such that (M, t) IF .

For each u € K;(s), since K; is transitive and symmetric, (¢,u) € K, so (M, u) IF =K.
And therefore (M, w) IF K;—K;p.

Since w € S is any state, it now follows that M IF K;—K;p.

For completeness to be proved we want to show that every formula in E,If that is valid
with respect to M,, is provable. By Lemma if we prove (3.8) we are done. With
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this purpose, consider ¢ to be a F¥-consistent formula and let us construct a canonical
structure M© € M,, where ¢ is valid.

Our construction has in mind its subsequent extension to the more complex logics we will
define later. It could be done in a more general procedure, like in [7], but want to prepare
the ground for further completeness proofs.

Let the canonical structure for ¢ be defined by M = (S, 7,Ky,...,K,) where

S = {sy |V is a Subp maximal consistent set }

true ifpeV
m(sy)(p) = . p for each state sy € S and primitive proposition p € ®.
false ifp&V

Ki={(sv,sw) € S?|V/K; CW}, where V/K; = {9 € LE | Kjp € V}.

Lemma 3.1.8 For all Subp mazimal consistent set V' and epistemic formula v € Suby

we have
(MO sy) by iff Y e V.

Proof of Lemma Let ¢ € Suby be a formula and sy € S be a state.

The proof is done by induction on the structure of formulas. If ¢ is a primitive proposition,
the result follows from the definition of 7(sy).

We proceed assuming it holds for all subformulas of ¥. (IH)

If % is of the form ¢ = =&,

(M, sy) IEo iff (M,sv)If& iff §&V.

Since V is a maximal consistent subset of Subp, by Lemma |2.0.13, v = £ € V.
If 4 is of the form ¥ = £ A ¥,

(M,sy)IFENX iff (M,sy)IlFE&and (M,sy)lFx iff €V and x € V.

By Lemma 2.0.13) £ A x € V.
Now let us assume 2 is of the form K;&, we want to show that

(MC sy) - K& iff KiEeV.

Suppose (MC, sy) IF K;¢. Note that, by construction of V, either K;6 € V or = K;¢é € V.
Let us see that (V/K;) U {—¢} is F-inconsistent .
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Suppose (V/K;) U {={} is F-consistent , by Lemma it is contained in some Subyp
maximal consistent set W. Note that (sy,sw) € K;. By (IH), since = € W we have
(MC, sy ) Ik =¢ therefore (MY, sy) IF —K;¢ which is a contradiction. So (V/K;) U {=¢} is
F-inconsistent , then it has a finite subset {¢1, ..., pg, 7&} which is F-inconsistent .

By Lemma [2.0.14]

1= (p2 = (o= (o =€) 0))

By the inference rule R2 we have

FKi(o1 = (o1 = (g2 = (. = (o6 = &) ++)))-
By induction on k and using (3.5)) we have
FKipr = (Kip2 = (.. = (Kigr = Ki&) -+ )).

By of Lemma [2.0.13| we have

Since ¢1,...,¢r € V/K; we have K;p1,...,K;pr € V and by of Lemma [2.0.13| we
have K;§ € V.

Reciprocally, suppose K;§ € V, then ¢ € V/K;. By definition of IC;, for all X such that
(sy,sx) € Ki, € € X then, by (IH), we have (M, sx) IF &. Hence, (M, sy) IF K;£, which
concludes the proof of Lemma [3.1.8 [ |

As a consequence of Lemma we have that (3.8]) holds: let ¢ be -consistent . Then ¢
belongs to some Suby maximal consistent set V. From Lemma we have (M sy) IF ¢,
so ¢ is satisfiable in M. Then we just need to prove M¢ € M,, i.e., M® belongs to the

class of Kripke structures whose relations C; are equivalence relations.
Lemma 3.1.9 M® e M,,.

Proof: Clearly every maximal F-consistent set V' contains every instance of axioms K3,
K4 and K5.

We begin proving axiom K3 corresponds to reflexivity:

Let V be a maximal -consistent set. Since every instance of axiom K3 are true at sy, we
have V/K; C V, so the relations I; are reflexive.

Now we prove K4 corresponds to transitivity:

Let (sv,sw),(sw,sx) € K;. Since all instances of K4 are true at sy, we have that if
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Kip € V then K;K;p € V,s0o K;po € W and ¢ € X. Thus V/K; C X and therefore

(sy,sx) € K;, so K; is a transitive relation.

We see now that axiom K5 corresponds to the Kuclidean property:

Let (sv,sw), (sy,sx) € K;. We want to prove

which is exactly the same as proving £X \ X C W/=K; where W/-K; is defined in the
natural way, W/-K; = {¢ € LE : =K;p € W}. Let p € LK\ X ie. ¢ ¢ X. Since
(sy,sx) € K;, we have V/K; C X, then K;pp ¢ V and so —K;p € V. But all instances of
K5 are contained on V so K;—K;p € V. Since (sy, sw) € K;, we have -K;p € W, as we
wanted.

We just proved K; are reflexive, transitive and Euclidean relations. By Lemma [3.0.23]
we have K; are equivalence relations and then M® € M, (recall M, is the class of
Kripke structures where the relations K; are equivalence relations), which ends the proofs
of Lemma [3.1.9] and of Theorem [ | |

Definition 3.1.10 Let M = (S, 7, K1,...,K,) be a Kripke structure for knowledge. We
define the size of M, ||M|| to be the number of states in S.

Theorem 3.1.11 If ¢ is a F¥-consistent formula then ¢ is satisfiable in a Kripke struc-

ture for knowledge M with size at most 21510¢!.

Proof: We just need to show that the canonical structure we constructed on the proof
of Theorem [3.1.7 has size at most 21540,

Since a subformula of ¢ and its negation can not both belong to a maximal consistent subset
of Subp, the maximum number of elements which are contained in a maximal consistent
subset of Suby is |Subp| and so the number of states in the canonical Kripke structure
MC is at most 2/5u0¥l, ]

3.2 Probabilistic Epistemic Logic

We want to be able to talk about the truth of formulas such as P;(p) > b, which is supposed
to say that “according to agent i, formula ¢ holds with probability at least ”. We are

even interested in analyzing linear formulas such as a1 P;(p1) + ... + arpP;(pr) > b, where

23



ai,...,a,b e Qand k > 1. With this purpose we do now an overview of the probabilistic

epistemic logic presented in [5] and [I5].

In this study we will not admit formulas such as P;(¢)—Pj(¢) > b. Comparing probabilities
of several agents over a given formula would be interesting but it turns decidability a hard
task.

For simplicity, we will use some abbreviations with which we are familiar: we will use
Pi(¢) > Pi(¥) to represent Pi(p) — Bi(1) > 0, Pi(g) < b will represent —Pi(g) > —b,
Pi(¢) < b is an abbreviation of =(P;j(¢) > b) and P;j(¢) = b will be used instead of
(Pi(p) = b) A (Pi(p) < b).

Definition 3.2.1 Consider n agents 1,...,n. The probabilistic epistemic language LKT

has the following inductive syntax

o u=plop |l oAy | Kip | arPi(p1) + - +apPi(px) > b
where p € ®, i € {1,...,n}, a1,...,ax,b € Q.

Definition 3.2.2 A Kripke structure for knowledge and probability for n agents 1,...,n
over ® is a tuple (S,7,K1,...,Kn, P) where (S,m,K1,...,Ky) is a Kripke structure for
knowledge over ® and P is a probability assignment, which assigns to each agent i €
{1,...,n} and state s € S a probability function P(i,s) : S;s — [0,1], where S; ¢ :=
dom(P(i,s)) C S is countable.

Notation: Consider M = (S, 7, K1,...,K,,P) to be a Kripke structure for knowledge
and probability. We define a(M) to denote the unique Kripke structure for knowledge
(S, m,K1,...,K,) which corresponds to M.

Remark 3.2.3 In a more general setting P(i,s) is defined to be a probability space
P(i,s) = (Sis,Uis, i), where Sis C S, Wi s is a o-algebra of subsets of S;s and s
is a probability measure defined on the elements of U; s.

In this generalized approach we are able to reason about uncountable sets of states. Being
i fact a wider approach, it complexifies the logic, in particular when we proceed to the
introduction of the dynamic component, below. Eventually, the generalization will be part

of the future work we propose to develop, for the construction of security logics.

Now we extend Definition to formulas involving probabilities.

24



Definition 3.2.4 Let LET the probabilistic epistemic language and M = (S, 7,K1 ..., Kn, P)
a Kripke structure for knowledge and probability over ®. Let s € S be a state and p € LEP
be a formula.

If ¢ is an epistemic formula, we define
(M,s)IF¢  if and only if  (a(M),s) I ¢.

If ¢ is of the form (a1 P;(p1) + ...+ axPi(¢vr) > b), for some formulas 1, ..., pk, and ra-

tional numbers a1, . ..,ax, b, we define

(M, s)lFa1Pi(e1) + ... +arPi(er) > b if and only if (3.9)

a1P(i,s)(p1) + ...+ apP(i,s)(pr) > b,

where, for eachl € {1,...,n}, defining Aé}s = {u € dom(P(i,s))|(M,u) IF ¢}, we consider

P(i,s)(or) = Y Pli,s)(v).

l
veAiys

If ¢ is of the form K;(a1Pj(p1) + ... + apPj(¢r) > b), for some formulas @1, ..., ¢, ra-

tional numbers ay,...,ar,b and j € {1,...,n}, we define

(M, s)IF K; (a1Pj(p1) + ...+ apPj(pr) > b)  if and only if (3.10)
forallt € S s.t. (t, 8) €Ki, (M, t) I+ ale(gpl) + ...+ akPj(cpk) >b.

(3.9) tells that P;(¢) > b denotes the probability of ¢ to be at least b according to agents

1’s probability function in state s.

Now think for a few seconds about the sets S; s, the domain of the probability function
P(i,s), for a given agent ¢ and state s. It seems reasonable to assume that S; s C IC;(s),
recall that KC;(s) := {t € S: (s,t) € K;}. If this condition does not hold we are allowing

agent ¢ to place positive probability on a formula he knows to be false.
It thus appears reasonable to assume

Cl. Forallie{l,...,n} and s €S, S;s C K;(s).
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The reader may even question himself why do we not assume that S; 3 = K;(s). In fact
we could assume so, but this condition would be too restrictive and even unintuitive. The
agent may consider a situation plausible but do not care with assigning to it any probability
and can even consider another situation which is not even plausible and so he does not

want to assign any probability to it.

There are two other interesting conditions, but since it complexify the logic too much we

choose not to assume it, but we do not ignore its existence and gains.

We might well consider that all agents have the same probabilistic assignment at each state
C2. Foralli,je{l,...,n} and s € S, P; s = Pjs.

Or even a condition over the agent’s probability assignment at different states,

C3. Forallie{l,...,n}and s,t € Sift e S;, then P; s = P;;.

Note that this third condition seems quite reasonable. At condition C'1 we assumed S; s
to be included on IC;(s). Moreover, we defined the set K;(s) to be the set of worlds indis-
tinguishable from s for agent i. It seems very acceptable to assign the same probabilities
for two states which are indistinguishable. Summarizing, the condition C'3 would help us

to clarify the idea of indistinguishability of states.

In this text we will assume C'1 and will not assume C2 nor C3. However, depending on the
example we can assume some of the latter conditions on the studied model. Let us check

the three conditions on our bus trip.

Example 3.2.1 The bus trip example presented before has a probabilistic component.

For each agent i € {1,2,3,4} and state s € S, we define the probability assignment of the
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Kripke structure for knowledge and probability M = (S, 7, K1, Ko, K3, K4, P) as follows:

P(i,s):  Ki(s) — [0,1]

t —

IKi(s)l

Since passenger 4 knows wy to be false, he does not assign positive probability to worlds
where wy holds, for this reason C1 holds, moreover we have the equality S; s = Ki(s).
The definition of the probability assignment implies that C3 is also true. However C2

clearly does not hold: passengers have different information. O

Now we provide a sound and complete axiomatization for the logic of knowledge and

probability.

To the inference system for knowledge we add some axioms that allow us to reason about

linear inequalities:

I1. (a1 Pi(p1) + ...+ axPi(pr) 2 ) < (arPi(e1) + ... + axPi(pr) + 0Fi(¢p41) = b);
12. (a1Pi(p1) + ...+ apPi(r) = b) = (a, Bipr,) + - -+ a, Pi(gy,,)) > b),
for all (Iy - --l;) permutation of (1---k);
I3. (@ Fi(e1) + ..+ arbi(or) 2 b) A(ay Pi(er) + ... + a Pi(gr) 2 V) —
— (a1 + al) Pi(pi) + ... + (ar + ap) Pi(pr)) = (b+0');
4. (a1Pi(p1) + ...+ apPi(vr) > b) <> (da1 Pi(¢1) + - .. + dap Pi(pr)) > db), for all d > 0;
I5. (a1 Pi(p1) + ...+ axPi(pr) > b) V (a1 Pi(¢1) + ... + arPi(¢r)) < b);

16. (a1 Pi(p1) + ...+ apPi(pr) > b) = (a1 Pi(p1) + ...+ apPi(pr)) > cif b > ¢

with k > 1,7 € {1,...,n}, a1,...,an,b,c € Q.
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Some other axioms that allows us to reason about probability:

P1. Pi(y)>0;
P2. P(true) = 1;
P3. Pi(e A1)+ Pi(pA—) = Pi(p)

P4. Pi(p) = P;(¢v) if ¢ <> 1) is a proposition tautology.
Finally the axiomatization for C'1, C2 and C3 are respectively

P5. Kip = (Pi(p) =1).
P6. (a1Fi(p1) + ...+ arPi(pr) = b) = (a1 Pj(e1) + ... + apPj(or) = D).

P7. ¢ — Pi(¢) =1, where ¢ is of the form a1 P;(p1) + ...+ apP;(pr) > b or its negation.

Axioms Il — I6 are quite intuitive if we think about the corresponding expressions on the

real numbers.

true was defined as denoting p V —p for some primitive proposition p. Since we are dealing
with a classical based language, we should expect that P2 holds. For the same reason, from
our intuition of probabilities P3 follows. P4 is a consequence of the indistinguishability
that agent ¢ should assign to equivalent formulas ¢ and . P5 covers our intuition that
if an agent knows a formula, he should be able to assign probability 1 to it. Condition
C?2 assumes that different agents have the same probability assignments and P6 follows.
Axiom PT7 results from the fact that each formula of the form a1 P;(¢1)+. .. +arPi(¢x) > b
has the same truth value on all states in the domain of each probability function, which is

a consequence of condition C3.

Remark 3.2.5 From P2 and P3, taking ¢ = 1) = true follows that P;(false) = 0.
Remark 3.2.6 P(¢ V)= P(¢)+ P(1p) — P(@ A1) is provable from P3.

Recall that we will not assume C'2 nor C3 in this text.

Notation: Let MXF denote the collection of Kripke structures for knowledge and prob-

ability for agents 1,...,n over ® satisfying the assumption C'1.
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Definition 3.2.7 Let H57 be the inference system for knowledge and probability obtained
by joining H together with axioms I1-16 and P1-P5 and FX be the corresponding deductive

system.
We present now some results that will enable us to prove completeness of 5.

Lemma 3.2.8 The inference system $* resulting of joining H5F together with

0. z>=x
1. (a1z1 + ...+ apxgp > ¢) < (a1 + ... + agz + 0z 1 > )

12, (az1 + ... +agxp > ¢) = (a2, + ...+ aj,xj, > c),
if (41---Jx) is a permutation of (1---k)

I3, (aiz1+ ... +apxp > ) A(djzr + ... +apx, > ) —
— ((a1 +a)z + ...+ (ag + ap )z > (¢ + )

4. (a1z1+ ...+ apxg > ¢) < (dayxy + ... + dagxy > de),if d > 0

I5". (aym1+ ...+ apzg > )V (azr + ...+ apxg < )
16'. (a121+ ... +apxp > ¢) = (a1 + ...+ agzg > d),if ¢ > d.

is complete.

Afterwards axioms I1 — I6 result from axioms I1’ — I6' replacing each z; by Pi(¢;) and
10’ is replaced by P4.

Sketch of the Proof of Lemma [3.2.8t Soundness results from the extension of the

model with an assignment to statements of the form a1x1 + ... + arzy > c.

Now we sketch the proof of completeness performed in Theorem 4.3 of Fagin et al. (1990).
We will use a general procedure, which will be recalled at Lemma [3.2.18, Consider a -
consistent formula ¢ and reduce it to a canonical form.

Once proved the formula
ai1my + ajwy + aswa + ...+ apxy > ¢ <> ((a1 + a})xy + asxa + ...+ apzy > ),
we can assume any variable is repeated and proving then that
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we still assume variables are presented in the same order. Hence, we assume ¢ to be the

conjunction of the following standard formulas

a1, 11 +...+ a1.nTn >

121+ ...+ Arpy 2> G
! / /
a1 121+ ... +ay e <6
/ + + / < /
at’lxl o e a/t’n Ct

Lemma follows with some results of linear programming, making a distinction between
case t = 0 and ¢ > 0 and assuming, as usual, the system is unsatisfiable (and so is ¢) and

achieving a contradiction. |

Definition 3.2.9 Consider A C ® to be a set of primitive propositions and let m > 1.
We define 1) to be a m-atom with respect to (wrt) A if 1 is of the from ¥ = Ay A... AN A,
where for each j € {1,...,m} either A; € A or ~A; € A. The set of m-atoms wrt A will
be denoted by Ath .

When A = ® we only say v is a m-atom.
Remark 3.2.10 ‘At,{fl"“’p"&‘ — om

Lemma 3.2.11 Leti € {1,...,n} be an agent and ¢ be a propositional formula. Let
{p1,...,pu} include all the primitive propositions that appear in ¢. Consider the set

Au(p) = {1/; € Atipl""’p“} | v — ¢ is a propositional tautology} .

Then P;(p) = Z P;(1)) is provable in the deductive system 5T
YeAL(p)

Proof: Assume At = {41,... 9y} are all the j-atoms wrt {p1---p;}.

We will prove that

Pi(p) = Pi(p A1) + ... + Pi(0 A y))

by induction on j.

For j = 1, it immediately follows from P3, and eventually from [2 and propositional
reasoning, which enable us to rearrange terms.

Let 7 € N. Assume that Pi(¢) = Pi(p A1) + ...+ Pi(o Ay). (IH)

By P3, for cach I € {1,...,27}, Pi(p A A pja1) + Pl A A pjn) = Pl A s
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provable. Using the same argument as for the case j = 1, we can replace each P;(¢ A 1)
by Pi(e Ay A pjy1) + Pi(e Ay A —pjg1), which concludes the proof that for each j,

Pi(p) = Pl A1) + ... + Pi(p Ag).
In particular it follows that

Pi(p) = Pi(p Awi) + ... + Pi(p Awou),

where APt = ={wy,...,wou}.

Since {p1,...,py} includes all primitive propositions that appear in ¢, it is now clear that
if w; € Ay () then ¢ Awy is equivalent to w; and so the term P;(¢ Aw;) can be replaced by
Pi(wy), if w; & Ayu(p) then ¢ Awy is equivalent to false and in this case the term P;(p A wy)
can be replaced by P;(false) which is provably equal to 0.

Hence, P;(p) = Z P;(1)) is provable. [ |

YEAL(P)
Theorem 3.2.12 H%F is a sound and (weakly) complete aziomatization for probabilistic

epistemic logics with respect to MKET.

Proof: This proof will be done just as [15], but we will prove most of the technical issues

which are dropped in [15].

We prove soundness verifying that each axiom in 57 is valid in £XP. Axioms in $ are
already proved to be valid in LEP | so let us begin by I1.
Let ©1,..., 0, € LEP

(M,w) IF a1 Pi(¢1) + ... + arPi(¢r) >
arP(i,w)(e1) + ... + arP(i,w)(pr)
a1P(i,w)(e1) + - .. + arP(i,w)(pr)
(M,w) IF a1 Pi(¢1) + ... + arPi(¢r)

, we have the following equivalences,

>b iff

>b iff

+ 0P, w)(prt1) =2 b iff

+ 0P;(¢g+1) > b

Hence I1 follows. Analogously we see axioms 12 — I6 are valid in MX”. We just need to

LEP agent iand ai,...,a,b € Q, a1P(i,s)(p1)+
.+ arP(i,s)(¢x) € R, so all the axioms become from the properties of addition and

note that, for any formulas @1, ..., ¢ €

multiplication on the real numbers.

P1 is immediate: for every state w € S,

(M, w)IF Pi(p) 20 iff P(i,w)(p) = 0.
Indeed, by definition of P (i, w), we have P(i,w)(¢) > 0.
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For P2, let w € S be any state,

(M,w) |- P(true) =1 iff Pi,w)(true) =1 iff ZveAt'rue P(i,w)(v) =1,
where A}’1¢ = {u € Szw | (M, u) - true} = {u € Si | (M,u) I pV —p} = Si.

So, Z P(i,w)(v) = 1, which is true because P(i,w) is a probability function and S; ,, :=
'UGS'L w

dom(P(i,w)).

Axiom P3 also follows from the fact that for all w € S, P(i,w) is a probability function,
note that

P(i,w)(p) = Pi,w)(p Atrue) = P(i,w)(p A (¥ V) = P, w)((p A) V (@ A —1p)).
Since the events ¢ At and @ A =) are mutually exclusive we have

Pl w) (e AV)V (e A=) = Y Plw)w)= Y Pli,w)v)+ Y. Pli,w)(u)=

1v2 1 2
veEA; i UEAi’w ueAi,w

= P(i,w)(p A1) + P(i,w) (o A 1)

where Ail’\{f ={teSiw| (Mt)IF(eA)V(eAY)}, A}’w ={teSiw| (M1t)IFoAp}
and A%w ={teSiw| (M1t)IFoA-}.

So, (M,w) Ik Pi(¢) = Fi(p AY) + Pi(o A —¢).

For P4, suppose ¢ <> 9 is a propositional tautology. For all state w € S

(M, w) |- Pi(¢) = Pi(v) iff
P(iv 'w)((/)) = P(l, w)(¢) iff

S Pl w)w) = Y Pliw)), (3.11)

veA?, teA?

where AY = {s € Siw | (M,s) IF ¢} and A?’w ={s€Siw| (M,s)lF}.
Since ¢ +> ¢, it follows that Afw = A;/jw and so lb holds.

For P5, suppose M I+ K;p.
For all states s € S, (M, s) IF K;p. Fix s € S, for all states t € K;(s), we have (M,t) IF ¢.

Pli,s)e)= > Pls)).

teS; s, (Mt)lFe
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Since S; s C K;(s), all states w € S; 5 verify (M, w) IF ¢. Then

Plg)= Y Plis)(t) = 1.

tESiys

Since s € S is any state, it follows that M I- P;(¢) = 1.

For completeness, we need to show that if a formula ¢ is H<F-consistent then ¢ is satisfiable

in a Kripke structure for knowledge and probability.

Suppose ¢ is FXP-consistent . We will perform the construction of the canonical model
MC = (S,m,K1,....K,,P) as we did in the epistemic case:

S = {sy | V is Subp maximal consistent }

true  if eV
w(sy)(p) = _ b for each state sy € S and primitive proposition p € ¢
false if pgVv

Ki={(sv,sw) € S* | V/K; CW}, for each i € {1,...,n}

The probability assignment is a new feature and we have to define it carefully.
Notation: Given a finite set Z define ¢z to be the conjunction of elements in Z.
Lemma 3.2.13 Let sy,sw € S. If sy # sy then b oy — —pw.

Proof: Let sy,sy € S with sy # sy and where V = {wla---vw\sub@} and W =
{:51, NS Subﬂ}. Since V # W and by construction of maximal consistent sets of Subgp,
there is some i € {1,...,|Subp|} such that ¢; € V and —¢p; € W, say —); = §;.

Suppose = oy, ie, E Y1 Ao AYigung- In particular, ¢; holds. Since —pw = =& V.-V
=& V8 subp| and P = =& holds. we have oy holds. |

Lemma 3.2.14 - < \/ oy, for all ¢ € Subp.

{svIypeVv}
Proof of Lemma Let ¢ € Subp.
Since for every Suby maximal consistent set V and for every subformula ¢’ of ¢, either
¢ € V or ~¢/ € V, then denoting Subp = {‘Pla---a¢\sub¢|—1,*¢} (note that either
1 € Subp or < € Suby), we have

|Subp|—1
Vo oeve | A @v-e) | g e,
(syeSlpeV) i=1
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as we wanted. n
The following Lemma is immediate from Lemma [3.2.13] Lemma [3.2.14] and axiom P4.

Lemma 3.2.15 If ¢ € Subp then P;(¢) = Z Pi(ov)
{sveS|ypeV}

k
Lemma 3.2.16 A formula (Z aP;(¢p) > b) € Subyp is provably equivalent to a for-

=1
mula

Z cv Pi(pv) > b,

sy €S

for some coefficients cy .
Proof of Lemma By Lemma [3.2.15| and by axiom I1, for each [ € {1,...,k}.
Pi(h) = Z Pi(pv) = Z Pi(pv) + Z 0- Pi(pv) = Z WPi(ev),

{svIvieV} {sveS|heV} {sveShigV} sy €S

1 if \%4
with 'yi/ = 1 v e .

0 if Y&V
Therefore,
k k k
SaPi) = b iff > |ad WPy =0 if Y (Z awlv> Pi(pv) > b,
=1 =1 sy ES sy €S \l=1
which ends the proof of Lemma [ |

Lemma 3.2.17 Let sy, sy € S. If syr & Ki(sv) then oy — (P;(¢vr) = 0) is provable.

Proof of Lemma [3.2.17; Let sy € S and syr &€ K;(sy).
We begin proving ¢y — K;(—pyr).
Since syr € Ki(sy), V/K; € V', which means there is a formula K;w € V such that w & V’,

so —w e V.
Since —pyr > (vwEV’\{—w} —\@Z)) V w, by property 1} it follows that

v — Ki~pyr.

Applying P5, oy — (Pi(—py/) = 1) is provable.
By P2 and P3,
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Pi(true A pyr) + Pi(true A —~pyr) = Pi(true) iff Pi(ev:) + Pi(—pyr) = 1.
Then, ¢y — (P;(¢y/) = 0) is provable, and we are done in the proof of Lemma (3.2.17, W

Let i € {1,...,n} be an agent and sy € S be a state. Let us construct one inequality

k
corresponding to every formula ¢ = (Z arP;(pp) > b) € Subyp.
=1

k
Let v = (Z aP; () > b) be a formula in Subp, which by Lemma|3.2.16|is equivalent to
I=1
Z ey Pi(¢yr) > b. We have either ¢ € sy or =) € sy. If ¢ € sy then the inequality
SV/ES
corresponding to 1 is

Y e P(i,sw)(syr) > b. (3.12)
sy €S
If —¢) € sy, since ¥ < Z cv' Pi(pyr) > b we have - + Z ey Pi(gpyr) < b so the
SV/ES SVIES
corresponding inequality is
> v Pli, sw)(syr) <b. (3.13)
sV/ES

On the other side, we have

7 Pliysw)(sv) = 1. (3.14)

SV/ES
Moreover, P (i, sw)(sy’) = 0 when sy & KCi(sw ).
Let us associate to agent i and state sy, &>, the system of equalities and inequalities

composed by equality (3.14)), (inequalities 3.12) or (3.13) for each i) € Subyp, equations

P(i,sw)(syr) = 0 for each sy € S\ K;(sw) and inequalities P(i, sy )(sy7) > 0 for each
Sy’ € /Cl(SW)
Observation: Notice that since ¢y ’s are mutually exclusive, we can indifferently refer

to Pi(sy) or Pi(ev).

Lemma 3.2.18 Let syy € S be a state and i € {1,...,n} denote an agent. If pw
is F-consistent then the system of linear equalities and inequalities GV has a solution
P*(i,sw)(sv), for each sy € S.

Proof: We begin by reducing ¢y to a canonical form.

pw is provably equivalent to a disjunction & V ...V &, where each §; is a conjunction
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of basic probability formulas such as a1 P;(A1) + ...+ arP;(Ag) > ¢ and their negations,
where ay,...,ax,c are integers, kK > 1 and Ay,..., Ax are propositional formulas. Since
@ is F-consistent , then so is some &;: suppose for all j, =¢; is provable, then so is
—(& V... V&), therefore ¢y is F-inconsistent . On the other hand, if &; is satisfied in

some Kripke structure, then so is ¢y .

So we reduce our study to the case where ¢y is a conjunction of basic probability formulas

and their negations.

Now let {p1, ..., p,} represent all the primitive propositions that appear on ¢y. By Lemma
3.2.11| we can replace in @y each term of the form P;(A;) by an expression of the form
Z Pi(v)+ Z 0P;(). Moreover, replacing each term in ¢y of the form

YEAL(p) YEALPL PN\ 4, (o)
a1 P (A1) + ...+ agPy(Ay) by the corresponding term by Py(yn) + ... + byu Pi(tu), where

Atip pePut {t1,...,1ou}, we get a provably equivalent formula @y .

Let @y be a formula which consists on adding by conjunction to @y the following proba-

bility formulas:
e P;(¢j) = 0 for those n-atoms 9; € T, where
T = {¢ e Ag{propud | the set U whose conjunction of all elements is 1;
is a Subp maximal set and does not verify W/K; CU}.
Note that these equations are a consequence of Lemma
e P;(¢y) > 0 for each n-atoms v; & Y.

e the probability formula P;(t1)+ ...+ P;(¢2«) = 1 which is provable provided Lemma
3.2.11| taking ¢ = true, and resumes to the inequalities P;(11) + ... P;(¢2x) > 1 and

Then we get Py provably equivalent to Py and so provably equivalent to .
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Note that Py results from the conjunction of the following equalities and inequalities:

Py(th1) + ...+ Pi(tbaw) > 1
Pi(¢1) + ... + Pi(Yav) < 1
B(@/h) =0 if wj eY
Pi(¢r) > 0 ifgpgT
bi1Pi(Y1) + ...+ biguPi(on) > dy
braPi(Yn) + ...+ brouPi(thou) > d,
ViaPi(1) + o+ b 9uPi(hon) < dy
bi 1 Pi(h1) + .o b gu Pi(thae) < dy
where by j, dj, b§a ; and dj. are integers.
Since the number of u-atoms wrt {p1,...,p,} is finite and the probability can be assigned

independently to each u-atom wrt {p1...,py,}, @w is satisfiable if and only if the following

system of linear equalities and inequalities is satisfiable:

/

1+ ...+ Tou
1+ ...+ Tou
Zj
Tk

bl,lml + ...+ bLQquQu

br,lxl + ...+ br’guxgu
Vi1 + .o+ b gurae

121 + oo 4 bj quoe

IN IV

AV

AN

<

1
1
0
0
dq

dr

U
1

d

(3.15)

If we show li is satisfiable, for each sy € S and the corresponding @y € Atq{f Lol "},
say oy = iy, we define P(i, sw)(sy+) = P(i,sw)(pyr) = x;. Then just remains to show

[3.15] is satisfiable.

Assume is unsatisfiable (which is equivalent to say Py is unsatisfiable), then by Lemma
—pw is provable. Since Py is provably equivalent to oy, it follows that -y is
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provable, which is a contradiction with the initial assumptions that ¢y is consistent and
it ends the proof of Lemma [3.2.18 [ ]

Foreachi € {1,...,n} and sy € S, we solve the set of equalities and inequalities separately
and get the solution P*(i, sy) by Lemma|3.2.18 Now, for each i € {1,...,n} and sy € 5,
define P as P(i,sw) : S — [0, 1] where

P(i,sw)(sy) = P*(i,sw)(sy).

Since Z P*(i,sw)(syr) =1, P(i, sw) is a probability function.
sV/ES
Now we just need to readjust the domain of our probability function P(i, s) for each agent

7 and state s.

For each i € {1,...,n} and sy € S, the probability function was defined for all values of
S. By condition C1, it should verify S; 5, € Ki(sw ). Indeed, in our definition of P (i, sw),
when sy & KC;(sw) it follows that P(i, sw)(sy) = 0, so we can conclude the construction
by considering S; s, = K;(sw) for each agent i and state syy.

Analogously to the proof of Theorem [3.1.7, we now need to prove that given a formula
¥ € Subp and the state sy € S,

(M,sy)IFy iff peV.

The proof proceed by induction.
If 4 is a primitive proposition, it follows from definition of 7(sy ).
Now assume the claim holds for all subformulas of . (IH).

The case where 9 is an epistemic formula was analyzed in Theorem [3.1.7]

k
Let ¢ = Z a;P;(p;) > b be a probability formula, then
1=1
(M,sv) IFg iff (M,sv)IE Y ewPilpy) 2 b iff Y cvrP(i,sv)(pvr) = b.
SV/ES SV/ES

By the arguments used for (3.12]), this is equivalent to ¢ € V.

If  is F5P-consistent it should belong to one of the maximal consistent subsets of Subgp.

|—KP

Therefore, if ¢ is -consistent it is satisfiable in the structure M, and we are done in

the proof of Theorem [3.2.12 |

Theorem 3.2.19 If ¢ is a FXP-consistent formula then ¢ is satisfiable in a Kripke struc-

ture for knowledge and probability M with size at most 2!540#|,
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Proof: Since the canonical structure we constructed in Theorem [3.2.12] has the same
states of the one we used to prove Theorem the result is immediate. |

3.2.1 Single Agent Case

In this subsection we call the reader’s attention for relevant results in the single agent case,
which results on a huge simplification of our logic under the assumption of some of the
conditions C'1, C2 and C3.

We are interested in studying problems related to information security, so the single agent
case will be important. We will not assume all the conditions C'1, C2 and C3 in this text,
however depending on the examples it could be quite interesting to assume them. In doing

so we may greatly simplify the logic.

Theorem 3.2.20 $HX7 joint together with axioms P6 and PT7 is a sound and complete
aziomatization for the probabilistic epistemic logics with respect to the collection of Kripke

structures for knowledge and probability over ® satisfying the assumptions C2 and C3.

Observation: $H%? already incorporates axiom P5. Note that C1 is a previous assump-

tion.

Proof: We begin proving soundness by showing validity of P6.
Let i, j be any agents and s € S be a state. Suppose (M, s) IF a1 Pi(¢1)+...+arPi(¢oxr) > b
ie.

a1P(i,s)(p1) + ...+ apP(i, s)(ex) > 0.

Since condition C2 holds we have
ai1P(j,s)(01) + ... +axP(j,s)(¢r) > b

then (M, s) IF a1 Pj(¢1) + ... + apPj(¢r) > b.

For P7, let ¢ be of the form a1 P;(p1) + ...+ arPi(¢r) > b or its negation and s € S
be a state.

Suppose (M, s) IF 1.

We want to show (M, s) IF Pi(y) =1, i.e.

P(i,s)(v) = 1.
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By definition of probability of a formula,

Pli,s))= Y. P s)(v).

vES; s st (M)l

Since condition C3 holds and 1 is of the form we referred before, for each state v € S; 5, ¥
holds on state v and since P(i, s) is a probability function it follows that P(i,s)(¢)) =1 as

we wanted.

For completeness we need to adapt the construction in the proof of Theorem [3.2.12] for the

new conditions.

Since P6 is an axiom of our new inference system it follows immediately that we do not
care with the agent that corresponds to each probability assignment. We can consider a
new construction of the canonical model assuming P(i,s) = P(j, s) for different agents i
and j and it follows that condition C'2 holds.

Consider T;(s) to be the set of states that contain all the formulas of the form a1 P;(¢1) +
...+ apP;(pr) > b, or negations of it, that hold in s.

Lemma 3.2.21 Assume PT7 is a valid axiom and let sy, sy € S be any states.
If syr & Ti(sy) then
ov — (Pi(pyr = 0)

is provable.

Proof: Suppose sy & T;(sy).
There is some probability formula a; P;j(¢1) + . .. + axPi(¢x) > b that holds in sy and does
not hold in sy,

(M, sy) - a1 Pi(p1) + ...+ apPi(pr) > b

and
(M, syr)IF=(a1P(p1) + ...+ apPi(pr) > b) .

By P7, since (M, sy) Ik a1 Pi(¢1) + ... + arP;(pr) > b,

(M, Sv) I Pi(alpl-(gol) +...+ akPi(ng) > b) =1.
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Then

Pilsv)(pv:) = > Py(sv)(s) < ) Pi(sv)(s) =

s€S8i,sy, st (M,s)lFpys $€Si,sy, st (M,s)lF=(a1Pi(p1)+...+arPi(pr)>b
=Pi(sv)(=(a1Pi(¢1) + ... + axP;(pr) 2 b)) = 0.
It follows then that ¢y — P;(¢yr) = 0 is provable. |

Since P7 is valid we can construct our model in such a way that S; ¢ C Tj(s). With this

purpose we should introduce some new equations in the system (3.15)): for each agent i

consider the equations
x; =0, if Yy & Ti(s).

P7 is valid then it is also easy to see that Tj(s) is a subset of S; s and that whenever t € S; 4
then we should have T;(s) = T;(t) (for otherwise, in P7 P;(¢) could not sum 1), so we can
now take P(i,s) = P(i, t) whatever the t € T;(s), and so C3 holds. [ |

Theorem 3.2.22 Let M* be a Kripke structure for knowledge and probability in the
single-agent case which verifies C1 and C3 and consider ¢ € E{G) to be a formula. Then
@ is satisfiable in a Kripke structure for knowledge and probability in the single-agent case

of size polynomial in |Sub(p)|.

Sketch of the proof: Let M = (S, 7, K, P) be a structure where ¢ is satisfiable.
Notice that we are on the single agent case, so, for instance, we denote P to be defined by
P(1,s):Ss — [0,1], for each s € S.

Since C1 holds, S5 C K(s) for each state s.

We then assume without loss of generality that K is a single equivalent class, i.e. of the
form S x S: suppose (M, s) I ¢, then construct a model M® = (5%, 70, K% PY) where S°
is the equivalence class of IC which includes s and 7°, K° and P° be the restriction of 7, K
and P to SY. It is straightforward to conclude that (MY, s) I ¢ and indeed, K is a single

equivalence class.

Since C3 holds it is easy to see that for distinct functions Py and P, for states s # t the
domains do not intersect each other: let P; # P and v € S;NS; then, by C3, Py = P, = P4

which is a contradiction.

We want to construct a model M’ = (S', 7/, K’, P") which satisfies ¢ and has size polynomial
in |Subg|. For this, using some results of linear programming, it is shown the existence of
Pl SL— [0,1] for each state s € S, where |S.| < [Subyp|.
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Now only remains to introduce some more states on S’ (note that S’ C S’). Let w € S be
a state such that (M,w) IF ¢. For each formula { = =K € Subp such that (M, w) I &,
collect on F' C S the state ve where (M, vg) IF ). To this set F' add also the state w.

Notice that |F| < 1+ |Subyp|.

Finally define S” to be S’ = (J,cp S, 7' to be the restriction of w to ', K = S’ x S" and
P'(1,s) = PL.

Then it is easy to show M’ verifies C'1 and C3, (M’,v) I ¢ and it is obvious that M’ has
size polynomial in |Suby]. [

3.3 Dynamic Probabilistic Epistemic Logic

We want our logic to be able to deal with communication between agents or even better,
we want our logic to deal with updates of the information available to the agents. With
this purpose, it is time to introduce a dynamical component in the logic, which allows us
to reason about information changes. This section pretends to make an overview of the

work in [3].

We return now to the n agents case.

3.3.1 Public Announcement Model

We begin introducing a kind of deterministic updates. In this subsection the updates are
done in terms of public announcements of some true proposition A, !A. Intuitively, [!A]e

means that “p holds after the announcement that A holds”.

Definition 3.3.1 Consider n agents 1,...,n. The language for public announcements

Effp[!] has the following inductive syntax:
pu=p| e | oAV | Kip | aiPi(e1) + - +anPi(en) 20 | [l9]9,
where p € ®, i € {1,...,n} and ay,...,a,,b € Q.

Definition 3.3.2 Let .Cffpm the language for public announcements and M = (S, 7,Kq,...,

Kn,P) a Kripke structure for knowledge and probability over ®. Let s € S be a state and
K P[]

pe Ly a formula.
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If ¢ is a probabilistic epistemic formula, then ¢ € LXT and the wvalidity follows from
Definition [3.2.4].

If ¢ is of the form [lAJ¢, for some formulas A and &, we define

(M, s) - [TA]E  if and only if (M, s) Ik A implies (M|A,s) IF&, (3.16)

where the updated model M|A = (S4, 74, K¢, ..., K2, P4) is defined as follows:

sS4 = {teS|(M,t)I- A}
A = 7|ga
K4 = {(w,v) € (51)? | (u,0) € K;}

dom(PA(j,t) = {vedom(P(j,t)) | (M,v) - A}

P(j,t)(v . .
P((]]',t))((A)) if P(j,t)(A) >0

PAG ) =

0 otherwise

Intuitively, update with a given sentence A, A, results on removing all the worlds where

A does not hold. We restrict our attention to these worlds.

Moreover, we should concern ourselves with the possibility of updating with a sentence
which has zero probability. In this case we define the probabilities of all the worlds to be
equal to zero. There are other ways, no less controversial, to define these probabilities. It
is still possible to let it undefined, however in a strictly formal point of view this issue can

not be considered a real problem, as can be read in [3] and [2].

Notation: Let ./\/anP[!] denote the collection of Kripke structures for knowledge and
probability for agents 1,...,n over ® and with the interpretation of validity for public
announcements given by Definition [3.3.2]

Example 3.3.1 Let us return to the bus trip. In the middle of the journey, the driver
asks: “Do you know the color of your seat?”.

Immediately all of them answer “No!”. The public announcement of passenger 4 saying he
does not know the color of his seat makes passenger 3 immediately update his information

and be sure his color is different from 2’s color. Therefore, we should have

[' (—\K4w4 A —|K4—\’w4)] (ngg).
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Let us see:

Note that when passenger 4 announces he does not know the color of his seat, all the pas-
sengers become to know 2 and 3 have different colors, so " Kqws N —K4—wy is equivalent to

the disjunction of the following conjunctions of primitive propositions and their negations:

w1 N\ w2 N\ ~w3z A 2wy
—wp A wa A ~ws A wy (3 17)
wi A\ —wa A ws A —wy .

—wy A wo A wsg A wy

Since agent 3 knows 2’s color is black, agent 3 immediately considers just two worlds
possible: the world labeled by wi A—waAwsA—wy4 and the world labeled by —wi A—wo AwszAwy.
Then,

for allt € Ks(s*), (M, t) IF ws, so (M,s*) IF Ksws.

On the other hand, besides the fact that passengers 1 and 2 do not become to know their
colors, their information also changes: when passenger 4 announces he does not know his
color, the probability that each passenger 1 and 2 assigns to the real world s* becomes %
instead of % as before. Let us present this easy calculation using the probability expression

for public announcements:

Since = Kywq N\ = K4—wy holds in all the worlds in ,

. . 4 4
P(1,s")(~Kyws A 2Ky—wy) = > P(Ls)(s) = 7y = &
s€S st (M,S)IFﬁK4w4/\ﬁK4ﬂw4 (2)
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Before the public announcements we still have
P(1,s")(s") = =

so we have the following probabilities after the public announcement of ~Kqwy A " Ky—wy:

1

fP—\K4w4/\ﬂK4—\w4 (17 S*) (S*) _

SN I[N

The same way, P~KawaA~Kimwa( ¢0)(s*) = 1 holds.

Note that passenger 4 does not change the information he had, he did not learn anything
from his public announcement.

Moreover, all passengers become to know what the other passengers know. O

Remark 3.3.3 The reader should be aware that when a public announcement [\A] is
made, A must be true. However, it may be the case that after that A can turn to be
false. A classical example is the public announcement of “you do not know that p, but p is

true”, this proposition become false after its public announcement.

Let us introduce a dynamic component with public announcements in the inference system
KP
HHr.

Ul. ['A]p < (A — p), where p is a primitive proposition;
U2. [[A]-¢ < (A — —[1A]p);

Us. [l ny) < ([Ap A [1AJY);

Ud. [AIKip < (A— Ki(A— [1A]p));

U5 Pi(A) >0 — (1A (L aPilen) > b) < (C alPi(A N[\ Agr) > bPi(A))) 5

U6. Py(A) =0 — ([1A] (7, aiPi(r) > b) <3 0> b) .

Definition 3.3.4 Let H5FU be the inference system obtained by joining HEL together

with axioms U1-U6 and let ,_nKP[!} be the corresponding deductive system.
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Axioms U1 — U6 are recursive, the reader should note that each logical operator is moved

from the dynamical language to the outside of the formulas involving [!A].

U1 tells that A is a necessary precondition for !4 to occur, so we say that p is valid after
the public announcement of A if whenever A holds, p holds. U2 and U3 are quite intuitive
and follow from our notion of negation and conjunction. U4 is exactly what we expect to
occur when after the public announcement of A, agent i knows ¢: we should be careful
with the precondition A and then ensure agent knows that whenever A holds, the public

announcement of A turns ¢ valid.

U5 and U6 follows immediately from the expression of probability for public announce-
ments: we restrict our attention to worlds where A is valid and therefore we need to require
that A is valid and we must normalize the expression. Whenever P(A) = 0, probability 0

is assigned to all worlds.
Proposition 3.3.1 Consider the deductive system FnKPm. Then:

If ¢ is a Boolean formula, then
1Al <> (A — ) (3.18)

If ¢ is an epistemic formula and B is a Boolean formula, then

[1A]['B]e «— [[(AN[!A]B)] ¢ (3.19)
If A is a Boolean formula, then ['A]K;A (3.20)
If A and B are Boolean formulas then [\(A N B)|K; A (3.21)

Proof:

(3.18)) The proof is done recursively on the structure of .

If ¢ is a primitive proposition it resumes to U1.

Suppose (3.18) holds for any subformula of . (IH)
Let ¢ = .
Using U2, ['A](—¢) iff (A — —[lAJy). By (IH) this is equivalent to

(A=—(A=v) ff (A=-0AVY) dff (A= AN=p) diff
AV (AAN=)) iff (FAVA)A(RAV ) iff AV -y iff (A— ).

Now consider ¢ = 1 A ¥,
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By U3 [MAJ(¢ Ax) dff (Mg A [1A]x)-

Using again (IH), we equivalently have
A=P)ANA=x) iff CAVOANGCAVY) iff AV (AX) iff A=Y Ax

(3.19) If ¢ is a Boolean formula, using (3.18]) we have:
[AI'Ble iff ['AI(B =) iff (A= (B—=y)) iff AV (B—=) if

AV (=BVy) iff "AV-aBVo.

On the other hand we have
HAALAIB)le iff (AN[AIB) =) iff (AAN(A—B))— ) iff

(ANGEAVB)) =) iff ((AAN-A)V(AANB)) =) iff (AAB) =) iff
~(AANB)Vye iff "AV-BVy

If o = K we use induction and obtain the following equivalences:
[lA][\B]Kv
if ['AJ(['B]Kv)
iff [lA)l(B — K(B — [!\B]Y))
iff ['Al(B— K(B — )
iff ['A](=BV K(B — v))
iff [A]=(BA-K(B — 1))
iff A— —[lA(BA-K(B — 1))
iff A= -((A—= B)AN(A— —[lAJK(B —1)))
iff A= (-(A—=B)V-(A——-(A— K(A— (B—=1)))))
iff "AV—-(A— B)V(AAN(A— K(A— (B —=1))))
iff "AV—-(A— B)V(ANK(A— (B — 1))

On the other side we have

if MANA[AIB)KY)

iff (AN (A= B)Ky)

iff (AN(A—B))— K(AAN(A— B))— 1)
iff (AN(A—=B))—>ANK(AN(A— B))— 1)
iff (AN(A— B))— ANK(-AV—(A— B)V)
iff (AN(A— B))—>ANK(—AV(AAN-B)VY)
iff (AN(A— B)) = ANK(—~AV-BVY)
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From U4 we have
LAJKGA iff (A= Ki(A— [1AJA) iff A= K(A— A) iff A— K(true) iff true.
So [!A]K;A holds.

(3.21)) The equivalences follow easily:

(AAB)K;A iff (ANB— Ki[l(AAB)JA) iff (ANB— K;(ANB— A) iff
(AANB — Kjtrue) iff true 1

Theorem 3.3.5 H5PU is 4 sound aziomatization for the dynamic probabilistic epistemic

logic for public announcements with respect to /\/anPm.

Proof: We begin proving the validity of U1. Let p be a primitive proposition, we have the
following equivalent steps:

(M,w) IF['Alp iff (M,w)IF A implies (M | A,w) IF p.

Denoting the interpretation function of M | A as 74 as in Definition m, since 7 = 7,
we have (M | A,w) IFp iff (M,w) Ik p and it follows that

(M,w) I+ A implies (M, w) I p,i.e.,

(M, w) IF (A — p).

Let us go on with U2,

(M,w) IF (A — —['Alp) iff

(M, w) IF A implies (M, w) I =[!A]e iff

(M,w) IF A implies (M, w) I ['Ale iff

(M, w) IF A implies ((M,w)IF A and (M | A,w) I ¢)

From propositional calculus, it can easily be shown the expression (a — a A b) <> (a — b)
is valid, so we have

(M,w) IF A implies (M | A,w) If ¢ iff

(M,w) IF A implies (M | A,w) IF = iff

(M, w) IF [IA]=e.

Axiom U3 also follows from the propositional calculus,

(M, w) IF [LAJ(e A ) iff
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(M,w) IF A implies (M | A,w) IF oAy iff

(M,w) |- A implies ((M | A,w) IF ¢ and (M | A,w) IF )

From propositional calculus we can still prove the following expression is valid: (a —
bAc) < (a—bAa— c), sowe have

((M,w) IF A implies (M | A,w) IF ) and ((M,w) IF A implies (M | A,w) IF-) iff
(M,w) |- [lAlp A [1A]e.

Let us now verify validity of U4,

(M,w)lFA— K;(A— ['Alp) iff

(M,w) IF A implies (M, w) IF K;(A — ['Alp) iff

(M,w) I A implies for all state ¢ such that (w,t) € K;, (M,t) I+ A implies (M, t) I+ [!A]p
(M,w) IF A implies for all state ¢ such that (w,t) € K;, (M,t) IF A implies ((M,t) IF A
implies (M | A,t) IF ) iff

(M,w) IF A implies for all state ¢ st (w,t) € IC;, (M, t) I A implies (M | A, t) IF ¢ iff
(M,w) I+ A implies for all state ¢ such that (w,t) € KA, (M | A, t)IF ¢ iff

(M,w) IF 1A K.

For U5, let s € S be a state. Suppose (M,s) Ik P;(A) > 0 i.e. P(i,s)(A) > 0, then, for

each formula ¢, we have

PA(i,5) () = > PA(i, ) (v) =
vedom(PA(i,s)) st (M|Aw)lFe
> Pli,s)(v) > Pi,s)(v)
__ vedom(PA(i,s)) st (M|A,v)lFe __ v&dom(P(i,s)) st (M,v)lIFA and (M,v)I-[!Alp B
o P(i,5)(A) o P(i,s)(A) a

_ P(i.s) (AN Alp)
P@is)(A)

It follows that
(M, s) IF [LA] Q512 aPi(er) 2 0) iff (M) - (212 anPi(A A ['Algr) = bP;(A)).
For U6, let s € S be a state and suppose (M, s) IF P;(A) =0 i.e. P(i,s)(A) =0, then for

each formula ¢,

PA, 5)(p) = > P, 5)(v) = > 0=0.
u€dom(PA(4,8)) st (M|Au)lFe u€dom(PA(4,8)) st (M|Au)lFe

So we have

(M, s) IF [1A] (Z?:l aiP;(p)) >b) iff (M,s)IF0>b. [ |
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To prove completeness we need to move a formula from the dynamic system for the static

one. Let us define a translation function which will take us from dynamic probabilistic

epistemic logic to probabilistic epistemic logic. Since H%F is complete for the probabilistic

epistemic logic, we just need to prove that a formula is provably equivalent in $5F to its

translation.

Definition 3.3.6 Let ® be the set of primitive propositions and Efme and Effp denote

the language for public announcements and probabilistic epistemic language, respectively.

We define the translation function 7 : E,[@(P[!] — LEP recursively as follows:

i. T(p) =
(mp) = =7(p)
(e AY) =7(0) AT(¥)
w. T(K;p) = KiT(p)
v T (L aPi(en) 2 b) = (3L anPi(7(1)) = )
('A]p) = (7(A) = p)
(IA]=p) = (7(A) = ~7(['Alp))

viit. 7([1A](e A ) = T([1Alp) A T([1A]Y)

ir. T([MA]Kip) = (1(A) = Ki(7(4) — 7([!4]p)))

z. 7 (AL aPi(en) 2 ) = (Pi(7(A)) > 0A (321, arPi(7(A) AT([1A]er)) > bPi(7(A))) v

v (Pi(T(A)) =0A02>0))

\]

118

\]

vi. T

VL. T

K P[]

Lemma 3.3.7 For every formula £ € En , & is provably equivalent in to the

sentence 7(&) € LEP.

Proof: The proof is done by induction.

If ¢ is a primitive proposition, obviously ¢ is provably equivalent to 7(&).

Now assume the claim holds for all subformulas of ¢. (IH)

If ¢ is of the form £ = —p, by (IH), ¢ is provably equivalent to 7(p), then £ is provably

equivalent to

=7 ().
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The proofs for and [v] are analogous.

Now suppose £ = [!A]p. By UL, [!A]p <+ A — p, therefore [IA]p is provably equivalent to
7(A) — p if and only if A — p is provably equivalent to 7(A) — p, which is provided by
(IH).

The proofs for and [ result from the same arguments. Note that all of them are
the instance of an axiom. |

Theorem 3.3.8 H5PU is a4 weakly complete aziomatization for the dynamic probabilistic

epistemic logic for public announcements with respect to /\/anPm.

Proof: We already saw H%F is a complete axiomatization with respect to the semantics of

probabilistic epistemic language. By Lemma m every sentence ¢ € Eff Pl

KP
Ly

is provably

equivalent to 7(¢) € LEP in 5P, Since any sentence 1) €
S’_’)KP

can be proved using

, we have HEP M is a complete axiomatization for the dynamic

probabilistic epistemic logic with respect to Mf PI,

the inference system

The weakness follows from the weak completeness of 5. |

Corollary 3.3.9 The language for public announcements is just as expressive as the prob-

abilistic epistemic language.

3.3.2 Product Update Logic

In the logic with public announcements the updates are deterministic. Now we improve
the logic for updates that have an associated uncertainty. Now the updates are represented

by the occurrence of events. See the next definition.

Definition 3.3.10 A probabilistic event model for n agents 1,...,n is defined to be a
structure & = (E, VU, Pre, P[E), where E is a non-empty set of events, V is a set of pairwise
inconsistent sentences, the function Pre : ¥ x E — [0, 1] is such that for each fixred ¢ € U,
Pre(v,-) is a probability function and Pt is a probability assignment which assigns to each

agenti € {1,...,n} and event e € E a probability function P (i,e) : E — [0, 1].

A probabilistic event model contains information about the allowed updates. There is a
set of possible events E, a set ¥ which includes the preconditions for each event to occur
and we associate to each ¢ € W the probability Pre(i,e) of ¢ to be a condition for e to

occur, for any event e € FE.

51



Finally, since there is a chance of being unable to distinguish events, we associate a prob-
abilistic assignment PF that for every agent i and event e assigns a probability function
PE(i,e) that for each ¢’ € E represents the probability PE(i,e)(e’) that agent i assigns to

event €’ to occur given that actually e is the occurred event.

Notation: Let M be a probabilistic epistemic model and s € S be a state, we denote by
Pre(s,e) the value of Pre(p,e), where ¢ is the unique element of ¥ which is true at the
state s. If no such ¢ exists, we assume Pre(s,e) = 0.

Definition 3.3.11 Let E a set of events and consider n agents 1,...,n. The language

£KPL]

for product update has the following inductive syntax:

pu=p| o | oAV | Kip | arPi(e1) + -+ anPi(en) 20 | [e]e,
where p € ®, i € {1,...,n}, ai,...,an,b € Q and e € E is an event.

Definition 3.3.12 Let ﬁ,lfp[] the language for product update, M = (S, 7,K1,...,Kp,P)

a Kripke structure for knowledge and probability over ® and E = (E, ¥, Pre,P[E) a proba-

bilistic event model. Let s € S be a state and ¢ € EnKPH a formula.

If ¢ is a probabilistic epistemic formula, then ¢ € LEP and the validity follows from
Definition [3.27)

If ¢ is of the form [e]y, for some formula 1) and event e, we define
(M, s) Ik [e]v if and only if for all € € U, (M, s) I E& implies (MXE, (s,e)) -1, (3.22)

where the product update model M x E is defined by M x E = (S', 7', K},..., K., P") with

S’ = {(s,e) € Sx E| Pre(s,e) >0}
7'(s,e) = mw(s), forall (s,e)e S
I = {((s;e),(s,e)) € (5)? | (s,5) € K;}

dom(P'(i,(s,e))) = {(s',¢) € dom(P(i,s)) x E| Pre(s',e’) > 0}

Pre(s’ e/ YP(i,s)(s')PE(i,e)(e)
Pl(ia (37 6))(3/, 6/) = ZS”ES,@”EE Pre(s" e )P(i,s)(s")PE(i,e)(e”)
0 otherwise

if denominator > 0

The states of the product update model are pairs (s, e) where the event e occurs at state

s with positive probability. Since the events are non-deterministic, the expression of prob-
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ability is now the product of all the probabilistic components involved in our model: the
probability that agent ¢ assigns for s’ to occur given his information at state s, the chance
of €’ to occur at state s’ and finally the probability of agent ¢ to observe €’ instead of e. To

get a probability function in the end, we normalize the expression.

The degenerated case, i.e. when denominator = 0, is a problem similar to that mentioned
for the public announcements case. And again in a strictly formal point of view this is not

actually a real problem. We refer the reader to [3] and [2].

Remark 3.3.13 Note that, except for the degenerated case, this product model is a prob-
abilistic model and therefore we can take the same assumption as in the static case, for

instance the condition C1.

Notation: Let Mff PI1 denote the collection of Kripke structures for knowledge and
probability for agents 1,...,n over ® and with the interpretation of validity for updates
with events given by Definition [3.3.12

N ,":"\ 2

Example 3.3.2 Suppose that the driver, instead of asking if any of the passengers know
the color of their own seat, asked the passengers to mame the color of any seat they could
see.

Let us analyze the behavior of passenger 4.

The action of passenger 4 is not deterministic. He can possibly answer he knows ws or
etther he knows —wo.

First of all, we need to clarify what the probabilistic event model is for this case. Let
E=(E,¥, Pre,PtY), where

{{Kqws, | Kqwo, | Ky—wy, |\ Ky—~ws} C E.

Since we just worry with the case of agent 4, we let the other events undefined. Notice that
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47 here means again the act of publicly announce, but now this public announcement is
probabilistic.

We abuse of notation and do not distinguish ¥V from the set of states S. Note that we
usually denote the states by the values of its primitive propositions.

We define Pre: ¥ x E — [0,1] as

if o — wy
otherwise

S o=

Pre(p, | Kqwg) = {

1 .
= -5 -

Pre(p, |\ Ky—~wy,) = 2 U ' Wk
0 otherwise

for k € {1,2}.
And finally, since there is no chance of confusion about the event which takes place, PF is

defined trivially,
1 ife=¢
pme)(a):{ e

0 otherwise

Assume passenger 4 choose to answer he knows that ws holds. We should expect that, after

that, the probability that agent 3 assigns to ws should be 1, as we will see Tight now.

Recall that at the beginning the set K3(s*) = dom(P(3,s*)) has 3 states, i.e. passenger 3
at the beginning consider 3 possible states: he just know that (M,s*) IF —ws. Moreover,

note that PY being degenerated implies a huge simplification on the expression of product

probability.
P'(3, (s*, | Kqw3))(s', Kyw
P, (s Kawy))(ws) = Y (3, (", Hawa)) (s, Kawa) _
(s/ 1K4w3) €T 1y Z Pre(s", | Kqw3)P(3,5%)(s")
s//eS

Z Pre(s', |\ Kqws) - P(3,5%)(s)
(' 1 K4w3) €T3,y 2.1.

2 - =1,

[N
[
NI (NI

1
3
1
3
where Ty, , = {(s,!Kqw3) | s € dom(P'(k, (s*, | Kyws)))and (M, (s, Kqws)) I+ ¢}, which means
(M, s*) IF ['\Kqws) (P3(ws) =1).

Moreover, the probability that agent 2 assigns to —wo changes with the statement of pas-

senger 4.
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* P (2, (s*, | Kqws3)) (s, | Kqws) 1.1 9
Pl(z, (S 7!K4w3))(_\w2) - Z ) * " - 232 161 = §,
(' 1 Kqw3) €2, ~uy Z Pre(s ,.K4w3)73(2’3 )(3 ) - 58
SHES
i.e. (M,s*) Ik 'K ws] (Pa(-ws) = 2) . .

Notation: Let E be a probabilistic event model, and e € E an event. We say

(M, (s,e)) IF PE(i,e)(e)) = a iff PE(i,e)(e’) =a.
To the inference system H%? we add some axioms that allow us to reason about product
update.

PM1. [e]p «+ (\/gew’Pre(g’ebog — p), where p is a primitive proposition;

PM2. [e]=¢ < (Vecw, pree,e)>0& = lelp);
PMS3. [e](o AY) < ([e]e A le]);
PM4. [e]Kip < (Veew pre(.e)>0€ = BKilVeew preee)=0 & = [el9));

PM5. ey vep Pre(é,¢)Pi(€)PEG,e)(¢) > 0 — <[e] S aPip) > b

& (Secsyzer aPrel6.IRIEA )P0 2 D sen PrecIREOP 0 )

e'eE

k
PMS6. > ey cp Pre(é, e )P;(&)PE(i,e)(e) =0 — ([e] ZalPi(cpl) >b+ 0> b)
=1

Definition 3.3.14 Let H5FU be the inference system obtained by joining H5F together

with axioms PM1 — PM6 and let l—fL{PH be the corresponding deductive system.

Remark 3.3.15 The public announcement approach is a particular case of the product
update approach. Note that in the dynamical model with public announcements the dis-

junction \/ge\If,Pre(g,!A)>0§ reduces to A and P is degenerated.

The motivation for axioms PM1 — PM6 is a kind of generalization of the one we gave for
U1l —U6. As remarked before, we just need to keep in mind what the preconditions are on

each approach.
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Theorem 3.3.16 9Pl is o sound aziomatization for the dynamic probabilistic epis-

temic logic with product update with respect to ./\/lff Pl

Proof: The proof of soundness for product update is very similar to the one with public
announcements, we just need to rename “A” just as the Remark [3.3.15| tells us.
Let us begin proving validity of PM1. Let p be a primitive proposition and w € S be any

state. By definition of semantics,
(M,w) - [e]p iff forall £ € ¥ (M,w) I £ implies (M x E, (w,e)) IF p.
Denoting the interpretation function of M x E as 7/, we have ' (w, e) = 7(w). Moreover,

(w,e) € S" only if Pre(¢,e) > 0 where ¢ is the unique element of ¥ such that (M, w) I &.

Then we can write equivalently

(M,w) I+ [e]p iff forall £ € ¥ st Pre(§,e) > 0if (M,w) I ¢ implies (M, w) IF p, i.e.

(M, w) - [elp iff (M,w) - V&
€V, Pre(€,e)>0

For PM2, PM3 and PM4 the trick is the same.

Now let us prove validity of PM5: let s € S be a state.
Suppose (M, s) IF Z Pre(&,¢)Py(€)P (i e)(¢)) > 0, i.e.,
eV e'el
> Pre(&¢)P(i, s)(§)PE(i,e) (') > 0,
fev.e'ck
then for each formula ¢ and denoting the probability assignment of M X E to be P/, we

have

P’(i,(s,e))(gp) = Z P/(i7 (576))<v76/) =

(v,e’)edom (P’ (i,(s,e))) st (M XE,(v,e’))lFp
> Pre(v,€')P(i, 5)(0)P (i, €)(¢)
_ (v,e")edom (P’ (3,(s,e))) st (M XE,(v,e’))lFp
Z Pre(s”,e"YP(i, s)(s")PE(i,e)(e")
s'"eSe"eFE
> Pre(v,e')P(i, 5)(0)PE (i, e) (¢)
_ e’e E,vedom(P(i,s)) st Pre(v,e’)>0,(M xE,(v,e"))lFe

Y. Pre(s" )P, s)(s")P (i, e)(¢")

s'"eS.el'ek
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Since Pre(v,e’) > 0, by the Notation introduced in the beginning of this section, there is
some ¢ € U such that (M,v) IF & and Pre(€,e’) =: Pre(v,€’) > 0, so we still have
> Pre(&,¢'YP(i, s) ()P (i, e)(¢)

e/€E,ve€dom(P(i,s)) st (MxE,(v,e’))lFp and
for all &€ € ¥ if ,(M,v)I-€ then Pre(€,e’)>0

" Pre(s”,¢")P(i,s)(s")P (i e) (") a

s"€S, e €E

Y. Pre(&,e)P(i,s)(E A [e)P (i, e)(e)

_ /€EET

> Pre(s”, )P, s)(s")P (i, e)(¢")

s'"eS.e"ek

It follows that

(M, s) IF [e] (Z arPi(¢1) > b) iff

=1

(M, s) - Z arPre(&, e )Pi(€ A [e/)p)PE(ie) () > b Z Pre(&,e")Pi(€)PE(i, e)(e").

e/ €E,(eT ew
1>1>n e/'eE

PM6 is immediate from the definition of the probability assignment for the product
update. ]

For this product update approach, completeness also results from the completeness of the
static model. So let us construct our translation function in the same way as we did for

public announcements.

Definition 3.3.17 Let ® be the set of primitive propositions, E a probabilistic event model
and Eﬁ(PH and Effp denote the language for product update and probabilistic epistemic
language, respectively. We define the translation function T : CKPH LEP recursively

as follows:
i. T(p) =
1. T

w. T

(

ii. () = 77(p)
(A
(K
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v. (O wPi(er) >b) = O, wPi(t(er)) > b)

vi. 7([e]p) = (T(V e, Pre(p,e)>09) = P)
vii. 7(le]=@) = (T(V o, pre(p.e)>0 ©) = ~7([€]®))
viit. 7([e](o A1) = 7([e]p) AT([e]y)
ix. 7([e]Kip) = (T(Vpew, pre(pe)>0 ©) = KilT(Vpew, pre(p.ey>0 9) = T([€le)))

5 7 ([e] > aPien) > b) — ((Zecw.cen Pre(&. ) P(r(€)PE(i, e)(¢') > 0) A
=1

A Z arPre(&, ¢ )Pi(t(&) A([']9))PE(i,e)(e) > b Z Pre(&,e)Py(1(€))PE(i,e)(e) | | Vv

v ((Sgey Prete P @PH G0 =0) A02D)

e'eE

KP[]

Lemma 3.3.18 For every formula &€ € Ly, ', & is provably equivalent in I—ffPH to the

sentence 7(&) € LEP.
Proof: Similar to Lemma [3.3.7
Now completeness is immediate.

Theorem 3.3.19 5P is a4 weakly complete aziomatization for the dynamic probabilis-

P[]

tic epistemic logic for product update with respect to /\/ln

Corollary 3.3.20 The language for product update is just as expressive as the probabilis-

tic epistemic language.

o8



Chapter 4
Applications

We present two applications that represent important aspects of the information security
logics we wish to develop in the future. The first depicts a simplified approach of a typical
problem toward cryptanalysis. The second is developed around the notion of computational

indistinguishability.

4.1 Mastermind

In the first situation, we apply our logic to a problem which is similar to the usual problems

associated with cryptanalysis in information security - the Mastermind game.

Briefly, the game of Mastermind is developed with the aim of a player discover a secret.
This is a known game, but we decided to simplify it, here we do not allow the secret to be

any word but rather a binary word.

In the cryptanalytic point of view, most of the times, when there is a secret to discover and
an attacker who interacts with a system, we assume that we are in the presence of a single-
agent case because we rely on the analysis of the attacker’s behavior. This particularization

of such a cryptanalytic problem to a game will also take only one agent into account.

Let m = (mq,...,mq) be the secret to save. To discover the secret the attacker is allowed
to make some bets on potential secrets. Bets are placed sequentially and for each bet

D1, - Pq the attacker gets an answer s € {1, ..., a} representing the number of bits of the
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bet that match with the secret, s = # {i | p; = m;,7 € {1,...,a}}. Note that if the answer
is a the player actually guessed the secret. We assume that the answer is obtained by the
agent through some mechanism of dealing with the secret message he can not access, but

from which he can obtain his answer.
Let us try to model this problem.

The set of primitive propositions of our model is ® = {m,, },en. Nevertheless, for a secret
with length a we just care with {mq,...,ms}, where a is the length of the secret and
m; € {0,1} is the " bit of the secret. We pretend to construct a model M = (S, 7, K, P)

that represents this game, and we make it as follows.

The set of states S should represent all possible combinations of bits of the secret, i.e. all

the combinations that the agent can consider to be possible
S ={0,1}“

Since we label the states with the values of the primitive propositions on each state, defining

the identification function w is straightforward.

In the beginning, our attacking agent is supposed not to know any bit of the secret, so he
should not be able to distinguish any two states. Thus the knowledge relation should be
defined by K = S2.

Observation: Defining the binary relation I = S? implies that at the beginning we have
a
/\ (—|Kmi A= K—m;).
i=1
At the beginning, the attacker should assign the same probability to all worlds, so, for each

s € S we define
P(s): S — [0,1]

! 1
S — 5a
As a consequence of this construction we have, for each state s € S and ¢ € {1,...,a},

(M, s) IF (P(mi) _ ;) A (P(ﬁmi) _ ;) . (4.1)

The reader just need to note, for instance that

P(s)(my) = > Pls)(s) =201 o = 5.

s'eS st (M,s")lFm;
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Notation: In the single agent case, instead of writing P(1, s) as denoted for the n agents

case, we write P(s).

Since we often are going to use the primitive propositions and their negations, let us define
a function D which helps us to represent the negation of a bit. If z is a Boolean formula,
Do(z) is defined as

Di(x) = -z

() (4.2)

Do(z) = =z
Each state s of our set of states S has a corresponding combination Dys(my1) - -+ Dys (ma)
of primitive propositions and their negations that characterizes the state uniquely. Let us

label each state s by such combination.

4.1.1 Smart Strategy

To guess the secret, the player must place bets. We model these bets as actions and denote

the bet of the sequence p;y -+ p, by [p1 -+ Pal-

There are several ways of attacking the problem. In this subsection we assume that the

intruder is clever and will assimilate all the answers that arises from his bets.

So, whenever he makes a bet, the attacker should have autonomy to eliminate all the states

whose combination of bits does not match with the answer he got.

To the inference system presented for the dynamic probabilistic epistemic logic with public
announcements for the single-agent case we add an axiom that allows us to model the

transitions between states in this specific strategy.
M1. ARvPe — ([pr---pa] @ < [1AR P ), s =0,1,...,a

where AE"7Pe characterizes exactly the states where the answer to pq,...,p, is s:

A}$71,...,Pa — \/ </\ _|Dpjk (m]k)> A /\ Dpl (ml) . (43)

J1yerds€{1,..a} k=1 #7155

In particular,
Aglv---apa = Dpl (ml) AT Dpa (mn)
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and
APLeoPe — =D (ma) A ... A=Dy, (mg).

Note that the last one represents the case where the bet p1, ..., p, coincides exactly with

the secret: the answer s is equal to a.

Intuitively M1 tells us that betting p1, ..., p, is the same as performing a public announce-
ment (defined just like in subsection 3.3.1) of the slice of states which coincides with the
bet s bits.

Using (3.20) the following Lemma is immediate.

Lemma 4.1.1 Aziom M1 implies that [p1, ..., Da] \/ K APv-oPa ) g e. when the

s€{0,1,...,a}
agent makes a bet and gets answer s he immediately becomes to know the slice of the states

corresponding to the answer s.

Remark 4.1.2 The result for the composition of bets follows easily from a simple induc-

tion argument:

1 1 l l 1 1 ! !
AP A NG — (ph e pal e Bl o AR AT )
. p%?vp(lz p%vvpg
For instance, let | =2 and suppose Ay} A A . We have:

2 2 1 1 2 2
IR 1 Y - P 1 1 O | | S 1P B A | i

We need now to define some standard bets.
Notation: For each i,k € {1,...,a}, define (eg); = 1 and (e); = oF.

The reader should recognize that when the agent bets ey, the answer he gets is the number
of elements of the set {i € {1,...,a} | m; holds }, intuitively this is the number of ones in

the secret.

Now we prepare some results that we will use on a special strategy - the smart strategy -

that we will present later.
Lemma 4.1.3 A «— A VA%

a—u—1

Proof:
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450 = =Dy A (Vs setromngss (s “Dar 30) A (Ao, Ditmi)))
VD (i) A (Vi ttomiy i (Adszivnin =Py i) A (Nt Dot (mi) )

=D mA (Vi et (Mo Do) A (Ao ~Dn(mi)))
VD (i) A (Vi ttomiy i (Adsmisis Dot 30 ) A (Auistii =Dt (i) ) )

vV ATk

A((jg—l) (a—1)—u AZ’iu+1 N Azliu—l u

—(u—1)+1

Since e} = 1, from the previous proof we have ~Di (mi) = mi and D, (my) = —my,. Therefore,

my > (AL < AZE 1) (4.4)
My < (AZD — Agiufl) (45)

Remark 4.1.4 Under the assumptions of our Mastermind game, the semantics for the actions is
defined as:

(M,s)IF [p1,...,pale  if and only if (M, s) |k APv-Pe implies (M|APVPe) |
where s € S is a state, p € LXPY is a formula, M is a Kripke structure for knowledge and
probability and APv:Pe s defined by .

After we have modeled the problem and we have shown some basic preliminary results, we now
present a smart strategy, which is very particular but efficient. Then we prove if the attacker chooses
the smart strategy, he will discover the secret with a finite number of bets.

Definition 4.1.5 We define the smart strategy to be the following sequence of actions: [eg][e1] ... [ea]-

We want to prove that if the agent adopts this smart strategy, he will discover the secret. With
this purpose, we will prove the following Lemma using both semantics and a formal proof.

Lemma 4.1.6 For each k € {1,...,n} we have [eo][er](Kmy V K—my).

Semantic Proof of Lemma Let s € S be a state and suppose (M, s) |- A%°.
By Lemma only two cases can occur:

(M,s)IF A NAZE

or
(M, s) IF A% A A%

a—u—1-"
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Suppose (M, s) I- AL NAZE L.
e e
We have (M | A? NAGY 1, s) IF Kmy if and only if for all state ¢ such that (¢,s) € IC;‘”O Matuta

we have
(M| A% A AZ’“_u+1,t) = my (4.6)

By (4.4) Ao NAGE 1 — my. Since (M,t) IF ASO AN AZx | we have (M, t) IF my,.
By the definition of the updated model M | A5 A AZx 1,

€k
7TAZ0 /\Aa—u+1 =T

therefore (4.6) holds.
And so (M | AP NAGE 1, 8) I Kmy, then (M | A NAGE 1, 8) IF (Kmy V K—my,)
Analogously, (M | A% AN ASE ) s) IF (Kmy V K—my).

By Remark we have [eg][er](Kmy V K—my), which ends the semantic proof. |

Formal Proof of Lemma [4.1.6k
The following equivalences are valid

By Remark Ao A A — ([eo]lex]d < [JA] [LA] ) iff (I)
(using (3.19)) Ao N A% — ([eo]lex]o < [ (AS0 A [LASC] A%)] ) iff

(using (3.18)) A7 A ASE — ([eoller] > [H (AT A (AT = A))] @) .
Lemma [£.1.6] follows immediately from the following lemmas:

Lemma 4.1.7 A ANAZ  — [eo][ex] Kmy

Proof of Lemma Suppose AL A A L.
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(using (B:2T)) [! (A% A (A — Ak 1)) ] KA A
N[N (AD A (A = A% L)) K (A% — A% L) it

(using U3) [V (AL A A — Ak 1) ] (KAD ANK (A% — ASk 1)) then

(using K2)  [! (A A A — A% V] (KA ANKAS L) iff

(using BI8)) [! (A0 A [AR]AT ) | (KAP AKAZ, ) iff

(using (BI9)) [1A%] [1AZ" ] (KAD AKAL 1) iff

(using (B-6))  [LA] 1Ak, 1] K (A A ASk., 1) then

(using [4)) [LAS) [AS: ] Kmy iff

(using (I)) [eollex} Ky,
which ends the proof of Lemma 1. |
Similarly we can prove

Lemma 4.1.8 A% A Ak | — [eo][er] K —my

From Lemmas and we still have

AN AE

wi1 — leol[ex] (Kmy vV = Kmy,)

and
AN AR = [eo]ler] (Kmy V mKmy,).
Since by Lemma Ao — ATV ASE ) we get
(Ao NAZE 1) V(AL NASE 1) — eo][ex] (Kmy V K—my,)

which concludes the formal proof of Lemma, [ |

The following theorem will also be proved with both the semantic and the formal approaches and

tells us that is a smart strategy.

Theorem 4.1.9 Performing the smart strategy the agent should discover the secret,

=.

[eo][er] --- [ea] /\ (Km;V K—m;).

i=1
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Semantic Proof of [4.1.9k
To make this semantic proof, we need the following

Lemma 4.1.10 Let ¢ and v be epistemic formulas.

If
(M,s)IF A implies (M|A,s)lF¢e

and

(M, s) Ik B implies (M|B,s) I,
then (M,s) - AANB implies (M |AANB,s)lFpA.
Proof: Suppose (M, s) IF A A B. We just need to prove for .

If o is a primitive proposition, it follows from the definition of updated model that 748 (s)(p) =

74(s)(¢) and so we are done in this case.

Assume that (M | 4,8)IF & iff (M| (AAB),s) k¢ for all subformulas £ of . (TH)
Ifo==¢, (M|AANB,s)lF—¢" iff (M|AAB,s)lF¢.

Since (M | A, s) IF —¢' i.e. (M| A,s)lff ¢, the result follows applying (IH).

For ¢ = 1 A o it is similar.

Now let ¢ be of the form K;¢’ we have

(M| AANB,s)IF Ki' iff forallt e KMB(s), (M| ANB,t) -y (4.7)

We know that (M | A, s) I K;¢' so, for all t € KA(s), (M | A,t) IF .
Since KAMB(s) C KA (s), from (IH), (4.7) holds.

We proved that if ¢ is an epistemic formula, we have (M | AA B, s) IF ¢. Similarly we can prove
that (M | AA B, s) IF .

By (3.3) we have (M | AA B, s) I ¢ A1, which ends the proof of Lemma |4.1.10 |
Now let us prove we have [eg][e1] - - - [eq] Aiy (Km; V K—m;).

By Remark [£.1.4] we want to prove that

a

(M, s) Ik /\(AZ" A A% ) implies (M |

a

i=1

=.

Fpn, (u)

i=1 i=1
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where F.(u) is defined as
Filu) = n—u+1
Fo(u) = n—u-—1

Suppose (M, s) IF Ni_j (A NAG ()
Indeed, by Lemmas and and using an inductive argument,
<M | A\ (A NAG (u)),s> I /\1 (Km; V K—m;),
i=1 i=
which concludes the semantic proof of Lemma [£.1.9]
Formal Proof of [4.1.9

Let {A,, }nen be Boolean formulas, we define formulas A,, recursively as:

Al = Al
A=A AN (Apo1 = Ay) forn>1

Observation: Note that A,, — A,, for m < n.
Lemma 4.1.11 If Ay ..., A, are Boolean formulas, then A, +— A1 N... N A,
Proof: Since AN B +— AN (A — B) is a tautology, the proof is immediate.

Lemma 4.1.12 If Ay,..., A, are Boolean formulas then

1A1].. . [[An]e iff (Anm — )

Proof: The proof is done by induction on m.
Let m = 1: ['A1]e iff A1 — .
Let m = 2:
A 2o iff  [N(ALA[LA]A2)]p
iff (A A[lA]A2) —
iff  (A1A(A] = Ag)) =
iff  Ag— .

Now let m € N and suppose that
A1) - ["Anle iff Apm — . (IH)

We have
LA Al Al i (LA [An]) M.

By (IH), equivalently we get
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Ap = [Ap]e
iff D]l
iff MAm A [AR]An1)]e
iff (A AAL = Apgr) =@
iff A1 — @ |

Lemma 4.1.13 Let A; ..., A,, be Boolean formulas. Then A, — (A1 A A1 — A, ).

Proof of Lemma [4.1.73k
Suppose A,, holds.
By Lemma it implies A1 A ... A A,, is valid and it follows that:

(Al/\.../\Am)then(Al/\Am) iff Al/\(Al/\Al—>Am) iff
Zﬁ (Al/\A1)/\A1—>Am iﬁAl/\Al—>Am ]

Now is time to proof that the bets are commutative in this Mastermind game.

Lemma 4.1.14 Let A}? and Aj* be defined by . Then
[LARIAT @ < [PATEI[LAT Jo

Proof: Let AY* denote the formula Ay defined recursively above adapted to AZ;) and Ale: instead
of A; and As, and ALC defined the same way but this time with Ale: and Ale(? instead of A; and
As. By the previous results the equivalences follow:

LARIA e aff [N(AR AARIATS e iff (AT AAR — Al iff 1A e iff

(AL AAT e iff AL AAR)e iff [1AS)e iff

AT AN A = A0)e iff [PAEIA e u
Lemma 4.1.15 Let Aq,..., A, be Boolean formulas and ¢ be any formula, then

A1 An) — VA1) .. ALY

Proof of Lemma Suppose [!A1][!A] . By (3.18)) this is equivalent to
(A1 A\ A1 — Am) — ’(/J

Finally, by Lemma [4.1.13] A,,, implies (A1 A A1 — A.,), so A, — . [ |
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Assume Aj? A AN AL A Afe holds. Then we get:

[eo]le1] - - - [ea] /\ (Km; vV K—m;) (by Remark

iff  PAPINAR A N\ (Emi v K=my)  (by U3)
=1

a

if /\ [FAPIA] - AT ] (Kmy v K—m;)  (by Lemma ET.15)

i=1
if /\ AP AT ] (Km; vV K —m;) (by Remark
i=1
iff /\[eo][ei](Kmi vV K-m;)
i=1

By Lemma [4.1.6 [eo][e;](Km; V K—m;) holds for each i € {1,...,a}, so

leollea] -+ [ea] \ (Kmi v K—m;)
i=1
which concludes the formal proof of Theorem [ |

4.1.2 Dumb strategy

Contrasting to the situation presented in the previous subsection, if the player is dumb and choose
to play a strategy completely random and blind then probably he will not find out the secret in a

polynomial number of bets.

The dumb strategy that the agent may be tempted to use consists of choosing a random combination
of a bits and betting. After that he is just concerned with the fact that the bet coincides with the
secret or not. If it does not match, being a blind strategy, the agent ignores completely the answer

he gets from the bet and proceed as before, choosing again a combination of a bits randomly.

The previous strategy was a very well defined strategy in the sense that it was a fixed sequence
of some specific bets that bring the attacker to the discovery of the secret. Nevertheless, in this
approach of the game the actions are not deterministic so we need to use the product update logic

to model it.

Define the probabilistic event model E to be E = (E, ¥, Pre, P[E), where E denote all the relevant
bets £ = {right bet, wrong bet} , where the right bet = D,.« (m1) - - - D+ (mq) with s* denoting the
real worlds and wrong bet represents the bet of any combination of primitive propositions and their

negations other than the secret.
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We would think that E should be the set of all possible bets, but the idea should be to distinguish
the types of events that affect the system differently. Whenever the attacker makes a bet that is
not the secret he should take the same information, regardless of the specific bet he does at each
moment. However if he bets the secret, the behavior of the model should distinguish itself from the
other situations.

U = S is the set S. As we referred at Subsection 3.3.2 we will consider indifferently the state or
its corresponding formula on the set W. Since the strategy is blind, we do not restrict any bet with

any precondition, hence Pre is defined uniformly and independent of s € ¥ by

Pre(right bet) := Pre(s, right bet) = 5=,

Pre(wrong bet) :== Pre(s, wrong bet) = 2;;1, with s € U.

This means Pre is uniform over each state and realizes the idea that our strategy is completely

random and blind. Moreover captures the assumption that the agent makes a bet randomly chosen
from the set of all states, every time.

And finally, the probability function PF is degenerated, i.e., .

1 ife=¢€
PE(ise)(e)) = ,

0 otherwise

which means that there is no confusion about what event (bet) takes place each time. Whenever
the attacker makes a bet, it is well-defined to be the right bet or a wrong bet.

The epistemic model M = (S, m, K, P) was defined at the beginning of this section.
The way we defined the precondition function Pre results on an immediate corollary.

Corollary 4.1.16 At the first bet agent discovers the secret with probability 2%,

1
Pre(right bet) = 2

The reader should note that whenever we make a public announcement of a formula it must be
true. However, in the more general situation of the product model that is not necessarily true. The
attacker can bet a combination of bits that does not occur in the world where the attacker supposes
to be. Nevertheless note that when the attacker bets the combination corresponding to the secret
he is in the situation of a public announcement: he is betting a formula that is true. Moreover when
the attacker bets the secret, he should immediately forget all the other worlds and be sure that the
real world is s* and the secret is (my,...,m,). Our idea is that the attacker should eliminate all
the other worlds of his account and with this purpose, beyond the axioms for the product update
model we should also consider the axiom
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M2. |[right bet]o +— [! (Drf* (mi) A ... A D+ (ma))} ¥

On the other hand our model should cover the idea that when the bet is a wrong combination, the

attacker should not learn anything and should remain strictly in the product update model.

Remark 4.1.17 With this model, when the attacker makes a wrong bet he do not learn anything,
[wrong bet| Ko «— K.
Actually when he makes a wrong bet the system stands on the product update model, so we have
((s', wrong bet), (s, wrong bet)) € K" iff (s,s") € K,

which implies
[wrong bet] K «— K.

Remark 4.1.18 On the other side, from the axiom M2 is immediate that when the attacker bets

the secret, he becomes to know fit,
[right bet |K(D,ox (m1) A ... A Dyex (mq)).
From the definition of the knowledge relation IC for the public announcement is immediate that
K'(s*, right bet) = {(s*, right bet)},
following that (M, (s*, right bet)) I+ K(Drf* (m1) A Dy.e+ (mg)). So,
for all (s, right bet) € K'(s*,right bet) = {(s*, right bet)}, (M, s) IF Do (m1) Ao A Do (ma).

Theorem 4.1.19 After a polynomial number of bets, the attacker discovers the secret with a

negligible probability, i.e.

1
[bet 1 -- - [bet q(a)] P (K (D,,f* (M) Ao A D, (ma))> <
for any polynomial p and for a large enough length a.
Semantic Proof:
* I
(M, s*) I [bet 1] -- - [bet q(a)] P (K (DTf*(ml) Ao AD,y (ma)>) <o W
1
> P((s*, bet 1)...,bet g(a))((s,e1) .-, eqa)) < )

((s,el)m,eq(a))ESXE><,.,><E st

(MXEX...XE,((5,€1)+seq(q)))FK(D_ % (M)A AD__x (ma))
s rs

Since
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dom(P((s*, bet 1)...,bet g(a))) C K((s*, bet 1)...,bet q(a)) = {((s,bet 1)...,bet q(a))|s € S},
> P((s*, bet 1)..., bet q(a))((s,e1) ..., eqa)) =

((s,el),.,,cq(a))><E><A.A><E st
(M><IE><...><E,((s,el)...,eq(a”)IFK(DTS* (ml)/\...ADTS* (mgq))
1 a

= Z P((s*,bet 1)...,bet q(a))((s,bet 1)...,bet q(a)).

((s,bet 1)...,bet g(a)) st (M XEX...XE,
((s,bet 1)... bet q(a)))\FK(DTS* (ml)/\.../\Drs* (ma))
1 a

But by Remark
(M',s") I+ [bet] K(D,ex (m1) A .. A Do (ma)) iff “bet” = “right bet”.
Moreover,
[wrong bet] K «— K.

So when the intruder makes a sequence of g(a) bets and ends up discovering the secret, there must
be ani € {1,...,q(a)} such that bet i = “right bet”, i.e. either the first bet is the right one, or the
second, or the third, ... , or the last one.

Suppose the it" bet is the right bet.

Let us compute P(((s*, bet 1)...,right bet) ..., bet q(a))(((s, bet 1)..., right bet) ..., bet q(a)) :

P(((s*, bet 1)...,right bet) ..., bet q(a))(((s, bet 1)...,right bet) ..., bet q(a)) =
_ Pre(bet q(a))P((s*, bet 1)...,bet q(a) — 1)((s, bet 1) ..., bet q(a) — 1)77[E(bet q(a))(bet q(a)) _
Eg,’gg Pre(e')P((s*, bet 1) ..., bet q(a) — 1)((s/, bet 1) ..., bet q(a) — 1)PE(bet q(a))(e)
_ Pre(bet q(a))P((s*, bet 1)...,bet q(a) — 1)((s, bet 1)...,bet q(a) — 1) _
Pre(bet q(a))) >y cs P((s*, bet 1)..., bet q(a) — 1)((s', bet 1) oo bet gla) — 1)
=P((s*,bet 1)...,bet q(a) — 1)((s, bet 1)...,bet q(a) — 1).

Going on inductively, after g(a) — i steps we get

P(((s*, bet 1)...,right bet) ..., bet q(a))(((s, bet 1)...,right bet)..., bet q(a)) =
=P((s*, bet 1)...,right bet)((s, bet 1)...,right bet).

Notice that this should be expected to occur: the attacker does not gain any information when he

bets a wrong bet.

So we have

Z P((s*,bet 1)...,bet q(a))((s,bet 1)...,bet q(a)) =

((s,bet 1)...,bet g(a)) st (M XEX...XE,
((s,bet 1)...,bet q(a)))\FK(DrS* (”Ll)/\"'ADTs* (ma))
1 a
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= Z P((s*, bet 1)...,right bet)((s, bet 1)...,right bet)
((s,bet 1)...,right bet) st (M XEX...xE,

((s:bet 1).....right bet))IF K (Do« (m1)A...AD_ox (ma))
r$ s

Now we need to use the formula for probabilities with public announcements.

Z P((s*, bet 1) ..., right bet)((s, bet 1)..., right bet) =

((s,bet 1)...,right bet) st (M XEX...XE,

((s,bet 1)...,right bet))IFK (D x (m1)A...AD . x (ma))
r{ s

> Pright bet((s* bet 1). .. bet i—1)((s, bet 1)..., bet i—1) =

((s,bet 1)...,bet i—1) st (M XEX...XE,
((s,bet 1)...,bet i—1))I-[right bet]K(DTS* (m’l)/\"‘/\Drs* (ma))
1 a

P((s*,bet 1)...,beti—1)((s,bet 1)...,beti—1)
Z P((s* bet 1) ..., bet i = 1)(D,ox (m1) A+ A Dyer (ma))

((s,bet 1)...,bet i—1) st (MXEX...xE,
((s,bet 1) bet i=1)) I [right bet] K (D _gx (m1)A...AD s (ma))
1 a

The denominator is equal to

P((s*,bet 1)...,bet i —1)((s,bet 1)..., beti—1),

((s,bet 1)...,bet i—1) st

(MXEX ... XE,((s,bet 1)...,bet i=1)FD s (m1)A--AD gx (ma)
1 a

But D,e- (m1) A+ A D,.ox(mq) is a Boolean formula so
(M xEx...xE((s bet 1)...,beti—1)) ||—Drf*(m1)/\~-~/\D s+ (ma) iff

(M, s)IF Dyex (ma) A« -+ A Dpox (ma).

So s must be equal to s* and we get

> P((s*, bet 1) ... beti—1)((s,bet 1)... beti—1) =

((s,bet 1)...,bet i—1) st (MXEX...xE,
((s,bet 1)...,bet i—=1))I-D _x (m1)A--AD % (maq)
r$ rs

=P((s*, bet 1)...,beti—1)((s*, bet 1)...,beti—1).

Then we should compute both the denominator and the numerator just as in the beginning, using

the formula for probability in the product model repetitively. In the end we should get
P((s*,bet 1)...,beti—1)((s,bet 1)...,bet i —1) =P(s%)(s), for each s € S.

Observation: Note that, if some other bet was also the right bet, the quotient given by the formula
for public announcements had denominator equal 1: the probability of Drf* (m1) A+ A Dpsx(mg)

should be 1 in the already updated model with that announcement.
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Finally we get

P((s* bet 1)...,beti—1)((s,bet 1)...,beti—1)
Z P((s*,bet 1)...,bet i — 1)(D,e= (m1) A+ + A Dy ()

((s,bet 1)...,bet i—1) st (M XEX...XE,
((sbet 1) bet = 1))k [right bef] K (D s (m1)A--AD_ox (ma))
1 a

P(s*)(s
_ > Pls)(s)

SES st (M,s)l-[right bet] K(D o« (m1)A...AD = (ma))

i a
But
[right bet]¢ «— [!Drf* (m1) A ... A D, (mg)]ep,

a

so in particular (M,s) = D,.-(m1) A ... A Do~ (mq). And effectively s* is the only state that
satisfies the condition over the sum, so

> Ps)s) _ PO |

s€S st (M,s)lF[right bet]K(Drf* (Mm1)A-AD o= (ma))

So:

[bet 1] -- - [bet q(a)] P (K (Drf* (M) A... A D, (ma))> -

Pre(right bet) Z P((s*, right bet) ..., bet q(a))((s, right bet). .. bet q(a))+

((s,right bet)...,bet g(a)) st
(M XEX...xE,((s,right bet)...,bet q(a)))IF
IFK(DTf* (ml)»--DTE* (mq))

+...+Pre(right bet) Z P((s*, bet 1)...,right bet)((s, bet 1)...right bet) =

((s,bet 1)...,right bet) st
(MXEx...xE,((s,bet 1)...,right bet)l-
IFK(DTi\* (m1)~--DrZ* (mq))

q(a)

= q(a) - Pre(right bet) = e
So, asymptotically, for any polynomial p,

g(a) 1
5a < @

[bet 1] - - [bet q(a)] P (K (Drf* (M)A ... A D, (ma))) -

Formal Proof:

We pretend to prove formally that [bet 1]... [bet q(a)]P(K(DTf* (m1)A...AD,.-(mg))) is negligible
we will analyse several cases.
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15t case:
Suppose any bet is the right bet. We pretend to prove

[wrong bet] ... |wrong bet]P(K(Drf* (m1) A...AD,.-(mq))) = 0.

Applying repetitively PM5 we get
[wrong bet] ... [wrong bef] P(K(D,.¢- (m1) A ... A Dpox(ma))) =0 iff
Pre(wrong bet) ... Pre(wrong bet) P([wrong bet] ... [wrong bet] K (D, (m1) A ... A D,ox (ma)) =
= 0- Pre(wrong bet) ... Pre(wrong bet) iff
P([wrong bet] ... [wrong bet}K(DTi* (m1) A... A D+ (mg)) = 0.
Applying repetitively the property of Remark we get equivalently
P(K(D,sx(m1) A... A D,ex(mq))) = 0.

But no state s on the static model verifies (M, s) IF K(D,.- (m1) A... A D,.-(mq)) so we get a final
equivalence with
0=0.

ith case:

Then we should concern with the possibility of at least one of the bets be the right one. Let
bet 1 = right bet. We want to prove that

[bet 1] ... [right bet] ... [bet q(a)|P(K(D,e- (m1) A... A D,ox(mq))) =1
is provable.
Applying repetitively PM5 we get
[bet 1]...[right bet]...][bet q(a)]P(K(DTf* (M) Ao ADpsx(mg))) =1 iff

Pre(bet i+1) ... Pre(bet qa))lbet 1]...[right be)P([bet i+1].bet g(@)]K(D,g- (m) A AD, - (ma))) =
= Pre(bet i +1) ... Pre(bet q(a)).

Using the property of Remark [4.1.17] we get equivalently
[bet 1] ... [right bet] P(K(D,.(m1) A ... A Dyox(ma))) = 1.

Using U5 this is equivalent to
[bet 1] ... [bet i = 1]P(Dyox (m1) A ... A Dy (ma) A [right bet] K (D, (ma) A ... A Dys= (ma))) =

= P(D, o+ (m1) A ... A Dy (ma)).
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Now we proceed assuming without loss of generality that bet 1 = --- = bet i — 1 = “wrong bet”.
However note that if this is not the case P(D,..- (m1) A... A D,.-(mq)) =1 in the updated model.

Applying now repetitively PM5 we get equivalently
Pre(bet 1) ... Pre(bet i — 1)P(D,e- (m1) A ... A D,ox (ma) A
Albet 1] ... [bet i — 1][right bet] K (D,.e- (m1) A... A Dpox (mq)) =
= P(Dr;‘* (m1) A ... A Dypsx (mg)) Pre(bet 1)... Pre(bet i —1).

Using the property of Remark [4.1.18| we know that [right bet]K(Drf* (M) A...AD,+(mg)) = true
so equivalently comes

P(Drf* (my) Ao A D, (my)) = P(Dri,* (my) Ao A D,.- (my)).
Which proves that

[bet 1]...[right bet] ... [bet q(a)lP(K(D,s= (m1) A... A D,.-(mq))) = 1.

r

Now using 74 we have Using 14,

. . . 1
Pre(right bet)[bet 1] ... [right bet] ... [bet q(a)|P(K(D,¢- (m1)A. . .AD,s- (ma))) = Pre(right bet) = %
is provable.

Covering all the possibilities we finally get
[bet 1]...[bet q(a)]P(K(Drf* (m1)A...AD,. o (mq))) = 0+Pre(right bet)+...4+Pre(right bet) = %.

So, asymptotically, for any polynomial p,

gla) 1
20 = pla)

[bet 1) -- [bet q(a)] P (K (Dri'* (M) A...AD, .- (ma))> -
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4.2 Computational Indistinguishability

In this subsection we dedicate ourselves on applying the dynamic probabilistic epistemic logic to
computational indistinguishability. Computational indistinguishability is the base of many relevant
notions in information security, like in the semantic characterizations of asymmetric encryption

schemes such as chosen-plaintext attack or chosen-ciphertext attack.

Definition 4.2.1 Let I be a countable set. A collection of random variables indexed by I, {X;}ier,

is said to be a distribution ensemble.

Definition 4.2.2 Let {X,.}, o and {Yn}, o\

rameter n. {Xn}, oy and {Yn}, o are computationally indistinguishable if for any probabilistic

be distribution ensembles indexed by a security pa-

polynomial time algorithm A and any positive polynomial p there is some m such that for all

n>m,

where P(A(X,,) =1) = Y P(X, =p) - P(A(p) =1).

PEXn
Basically, we define two distribution ensembles to be computationally indistinguishable if there
is no efficient procedure to distinguish them. More specifically, if two distribution ensembles are
computationally indistinguishable, any efficient probabilistic algorithm should accept both of them

with probabilities whose difference is negligible.

The usual definition in literature for computational indistinguishability is the definition If
the algorithmt is uniform we do not really know how to model it with our logic. Whereas if the
algorithm is non-uniform we can try to model it using the epistemic component of the logic, so this

is what we will assume.

As mentioned, it seems interesting to explore the approach that assumes the algorithm is non-

uniform. The variation of this definition with the non-uniform case is in fact much investigated.

In order to use the dynamical probabilistic epistemic logic to characterize computational indistin-
guishability of distribution ensembles we should begin by finding a way to rewrite this definition
with well defined objects in our logic. We are not able to compute the probability of an algorithm
to answer 1 or 0, so we use functional completeness to reduce it to the study of the probability of

a formula.

By functional completeness, for each Boolean function f : 2" — 2 exists a Boolean formula ¢ such
that

o(P1,.-.y0n) =true iff f(p1,...,0n) =1
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The algorithm that is described in Definition [4.2.2] is probabilistic, i.e. from time to time, before
getting the answer, the algorithm tosses a coin and the answer depends on the coin tosses, of course.
So let us readjust the input, making this include already the sequence of (say k) coin tosses the
algorithm will call. Now the inputs are of the form py,...,py, €1, ..., ex and we do not care anymore

about the non-determinism of the algorithm.

Remark 4.2.3 Note that, to each algorithm corresponds an unknown distribution ensemble on

the coin tosses.
We can now use functional completeness to give a new look to the Definition

Definition 4.2.4 Let {X, }hen and {Yy, }nen be distribution ensembles indexed by a security pa-
rameter n. {Xn}tn and {Y,}, are computationally indistinguishable if for all Boolean formulas ¢
with polynomial length and its corresponding distribution ensemble of coin tosses {Ej }ren, for any
positive polynomial p there is some m such that for alln > m,

1

[e1 - en] PE () — [ef - e ] PY (9)] < o)’

where e1,...,e, and ey, ..., €}, are samples of Ej,.

(M, s) IF e - - - ex] PX"(¢) has the value of the probability that after generated a sequence of coin
tosses ej - - - e, the Boolean circuit ¢ evaluated in (s,e; - --eg) holds. Further we will analyse this

definition in detail.

Now that we already approached this important notion of computational indistinguishability to
the dynamical probabilistic epistemic logic, we check the equivalence of the two variations, in the

non-uniform case

Proposition 4.2.1 Two distribution ensembles {X,}n and {Y,}, are computationally indistin-
guishable in the sense of Definition [{.2.9 for non-uniform algorithms if and only if they are com-
putationally indistinguishable in the sense of Definition |4.2.4).

Proof: A non-uniform algorithm is a Boolean function. Functional completeness implies then that
computational indistinguishability in the sense of Definition [4.2.2| implies the approach of Definition
E24

Reciprocally, A, V,— are computable functions, so (just as we saw in Remark we can get all
the Boolean functions f : 2" — 2, from all the Boolean formulas with n inputs, for n > 1, and the

equivalence follows. |

Remark 4.2.5 P/poly is the complezity class of languages decidable by deterministic circuits of
polynomial size. Whereas P is the complexity class of languages decidable by a deterministic Turing

machine using polynomial time.
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In fact these are mot the complexity classes associated with the problem we are studying. The
algorithm that the Definition[{.2.9 refers is not a function, i.e. being probabilistic, the algorithm can
return 1 or 0 to each input with a given probability distribution. Moreover, being non deterministic,
the algorithm does not necessarily answer the same to a given input in different tests. We should

then analyze the complexity classes of distributions in this sense.

The classes P and P/poly actually correspond to complexity classes analogous to the definitions
and (respectively) in a deterministic approach. The complexity classes that we should
consider would be analogous to P and P/poly for the case of distributions rather than functions.

Maybe we can dare to postulate a relationship between such complexity classes by analyzing the
deterministic case.
P C P/poly

Since we opted for the variation of the Definition that adopts the non-uniformity of the al-
gorithm, it seems credible to believe that if we restrict ourselves to this case, these classes should
coincide.

This is an important issue associated with this problem and constitutes one of the proposals for

future work.

Example 4.2.1 Let {U,}, be the uniform distribution ensemble and {1,}, be the constant dis-
tribution ensemble, 1,, =1---1, for all n € N.

We should be able to distinguish these two distribution ensembles.

Let py -+ - pn be a sample of Uy, and 1---1 be the sample of 1,,.

Consider p(&1,...,&n) =& A ... A&y a Boolean circuit (without random inputs).

In this example we have no random component, so we simply ignore it from the definition and get

[P0 () — PYo(g)| < ]ﬁ

For any polynomial p exists m € N such that, for alln > m,
2" > p(n) > 2.

So it follows that 1 — 2% >1-— Tln)' Since p(n) > 2, we have, 1 — 5= > 1 — ﬁn) > ﬁ. Hence,

(-2)> 50

Since
X Y, _ U, 1 _
|P% () = PY(p)| = > P (pr---pn) = > P(pr---pa)| =
Pp1-Pn sample of Up st P11 Pn sample of Ly, st
P1 A ... A pn holds P1 A ... A pp holds
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— ‘PU"(lu-l)—Pﬂ"(l-ul)] =

1 ’ - 1
n p(n)’

the distribution ensembles {U,}n and {1, }, are computationally distinguishable. O

Now we dedicate on the construction of the model to reason about computational indistinguisha-
bility.

Let {X,}, and {Y,}, be the distribution ensembles we want to (in)distinguish computationally.
Before we go on, we should emphasize that, in fact, the notion of indistinguishability analyzes two
ensembles simultaneously. Essentially, we want, say, in each iteration of indistinguishability to test
two samples simultaneously. Well, therefore we aim at modeling the joint distribution of X, and
Y.

We begin by constructing a model for each of the random variables. The probabilistic epistemic
model for X,,, MXn = (§%n gXn [CXn PXn)is defined as follows:

The space of states should contain all the samples of the random variable,
SXn = {(p1,...,pn) | P1,...,Dn is a sample of X,,}.

Since we confuse a label of a state with the values of the primitive propositions, the identification
function is defined straightforward. Moreover all the samples should be equally plausible,

KX = (5%)°.

PXn is defined according to the probabilities of the distribution X,, and should be independent of
the world where the attacker thinks to be, i.e. PXn(s) =: P : § —[0,1].

Similarly we can construct the probabilistic epistemic model for Y,,.

For each Boolean formula ¢ in Definition £.2.:4] with k& random inputs sampled from a random
variable Ej, we can consider a probabilistic event model E = (E, ¥, Pre, P%) which, of course,
depends on the Boolean circuit one considers. E should be defined as the set of all the samples of
E,

EBr = {(e1,...,ex) | e1,...,ex is a sample of Ej}.

The set ¥ and the probability function Pre : ¥ x E — [0,1] should depend on the case in study,
nevertheless there are some typical assumptions such as taking the functions Pre: ¥ x E — [0, 1]
not depending on the parameter ¢ € ¥, i.e. Pre: E — [0, 1].

Moreover, we assume from now that PE(e) : E — [0,1] is a probability function defined without
depending on e: PE(e) =: Pt : E — [0,1]. In fact, the event e that appears in the Deﬁnitionm
is absolutely outside the control of the intruder. And, of course, this probabilistic function should
be defined according to the random variable Fj. Since it does not depend on the events e; - - - ey,

[e1 - - - er] PXn () could be written as
[e] P (),
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where [o] PX"(¢) would be interpreted in the model exactly the same way as [e; - - - ex] PX" ().
However, this alternative notion lose the uniformity introduced in the product update model, with

the events.

This construction is very intuitive for each of the random variables. But recall that in this environ-
ment of computational indistinguishability, we intend to test two samples simultaneously, so this
is not our final model. Alternatively, we must construct a model for the joint distributions of both
X,, Y, and E} with itself.

So consider MX»Yn = (S 7, KC, P), the model for the joint distribution. So:

S = SXn x SYn ={(p,q) | pis asample of X,, and ¢ is a sample of Y, },
w(p,q) = true iff w(p) = true and 7w(q) = true

K = S2

P = PXn»Yn s the joint probability distribution of X,, and Y;,

Note that, despite the fact that we need to refer the joint probability distribution, we will not
explicitly use it. We are interested in using strictly the marginal distributions, is what indeed
arises in the definition of indistinguishability. We then use the properties of the joint probability

distribution to reduce to the marginal probability distribution.

We can now define the event model of the joint distribution of Ej with itself essentially the same
way,
E(ER)-(Er) — (E, ¥, Pre,P%) can be defined as

E = EPr x EFx,

U= (U2

Pre = PrePfxFr is the joint probability distribution,
PE = PEPRPR g the joint probability distribution.

Finally we have a model for knowledge and probability and a probabilistic event model, so we are
able to define the product model as we did at subsection 3.3.2,

M = MXn7Yn X IE(Ek)a(Ek).

The expression which appears in the Definition of computational indistinguishability should
be adapted formally to our model as
1

(M, (p*,¢")) - |[e2] PF () = [2] P ()| < i

O, [l ] (P~ ) ()] < s
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Indeed, we now deal with pairs of samples and pairs of events, however symbolically we will keep
the notation of Definition because it is more intuitive and more consistent with the original
definition of computational indistinguishability, however is the correct formal expression and
should be interpreted as follows

Z Pre(p,e1)P* (p)PE(e1) B Pre(q, e2)P¥™ (q) P (e2) <
((p,q),(e1,e2))ESXE st Z (p’,a")es Pre(p’,e’l)PXn(p’)P'E(e'l) Z (»',q")eS PTe(qlveé)lPX" (q’)PE(eé)
(MXE((p.a).(e1,e2)F (e]rep)€B (e]rep)€m

Remark 4.2.6 Notice the subtlety that exists in the joint probability distribution, PXnYn  of two
random variables X, and Yy,

> D PG = 30 PR, where W C 0

ge\l,é(n g’e\llyn geqlé(n
This is a basic property that we will use whenever we invoke axiom PMY5 in this approach of
computational indistinguishability.

Example 4.2.2 Let {X,}, = {Y,} be the same distribution ensemble.

We should trivially prove they are computationally indistinguishable.

Indeed in
S (prarstereancs o Pre(p.e1)PX" (p)PE (1) _ Pre(q,e2)PX" (q)PF (e2)
MAE (o tereamie | 20 @/ ahes Pre@ e)PXn(p)PE(el) 32 (,qhes Pre(d’,e5)PXn(a)PE(e;)
(e'l,elz)EE (e'l,eé)EE

the terms will cancel with each other, hence

1
1 e PX(p) — [e] - e} ] P =0< —,
for any polynomial p. Therefore, {X,} and {X,} are computationally indistinguishable. O

Example 4.2.3 Consider we now sample not the sequence but the bits and then join it together
to construct the sequence. So, consider {Uy}, is a uniform distribution ensemble, i.e. a sample

P =p1 - pn results from sampling each of p; from the uniform distribution. At the end, of course,
PU”(ph cee 7pn) = 2%

And let {Yn}n be a distribution ensemble which is almost uniform, in the following sense: we
construct a sample ¢ = q1 -+ qn of Yy, sampling all the q1,...,qn—1 from an uniform distribution

and g, from another distribution, where P(q, = 1) = § and ¢ presents a negligible deviation from

1
1 1
’5‘2\”@(2ﬂ)'

bR 1.€.
Summarizing, we have a uniform distribution ensemble and a quasi uniform distribution ensemble
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and so we should expect that we could not be able to distinguish them.
Moreover let us assume we define Pre(py ---ppn,e1---ex) in such a way we get a fair coin. To get

a fair coin, actually Pre(py---pp,e1---eg) =: Pre(ey---ex) should not depend on py -+ py.

We pretend to prove that

1
[ex, 2] (PP =P ()] < Oy

for some constant C.

|ler, &) (PU» — PY) (p)| < O3 (using Remark and PM5)

> Pre(er, e2)PU(E N [e]@)PE(er,e2) = D> Pre(er, e2)PM (§ A ea)p)PF(er, )| <
(e1,e2)€E (e1,e2)€E

cewUn ccu¥Yn

< 02%2 1354 P’I“e(@laeQ)P(f)PE(€17e2)

(e1,e2)eE

<

Z Pre(ey, e2)PUr (( \/ f) A [el]go) PE(e1, e2) — Z Pre(ey,e2)P'n (( \/ {) A [82}90) PE(e1, e2)

(e1,e2)€EE £ewln (e1,e2)€EE £eTYn

< C% 2 (eq,en)er Pre(en, e2)PE(e1, e2)

Z Pre(er, e2) P (le1]p) P (e, e2) — Z Pre(er, ea) P ([ea]p) PE(er, e2)| <

(e1,e2)€E (e1,e2)€E

<Cx D (er,enrer Preer, e2)PE(e, e)

Z Pre(e1, e2)PE(e1, e2) Z PUn(p) | — Z Pre(e1, e2)PE(e1, e2) Z PYr(q) || <

(e1,e2)€EE pesUn (e1,e2)€EE pesSYn
(M XE,(p,e1))te (M XE,(q,e2))¢

1
< C’Q—n Z Pre(e1,e2)PE(e1, e2) (4.10)
(e1,e2)€EE

But note that, since the set of sequences sampled coincide in both U,, and Y, (the distinction is just

in the probability of the sequences in each random variable),
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1

2"%1 Z Pre(e1, e2)PE(e1, e2) Z S| Z Pre(e1, e2)PE(e1, e2) Z ogn + (1 —6)(1 — qn)

(e1,e2)€EE pesUn (e1,e2)€EE qeSYn
(M XE,(p,e1))be (M XE,(q,e2))¢

N | =

= 271%1 Z ( Z Pre(e1, e2)PE(eq, e2)= — Z Pre(ea, e1)PE (e, e1)(8gn + (1 —8)(1 — Qn))> .

pesUn e eE ex€E es€EE
(M XE,(p,e1))e

Moreover, since Pre and PY represent the joint probability distribution of a random variable with
itself,
Pre(el,eg)PE(el,eg) = Pre(eg,el)PE(eg,el), 50

D> (Z Pre(es, e2)P (e, e2)g — 3 Pre(e, )P (es,e1)(64n + (1~ 6)(1 —qn») -

pesSUn e cE ex€FR ex€E

(M XE,(p,e1))e

2%1 Z (Z Pre(er, 62)77[E(€17 62)) (% = (6pn + (1 = 0)(1 — pn)))-

pesSUn e cE es€E

(M XE,(p,e1))re

A Y (Z Pre(el,@)PE(el,ez)) (5 6m+0-00-p)|<

pesUn e cE ea€E
(M XE,(p,e1))e

1
< 5y Z (Z Pre(el,eg)PE(el,eg)> ‘2 — 5’
pesUn e cE ex€EE
(M XE,(p,e1))F¢
Recalling that |% — §| has order of 2% we have

2 A

1 1
2%1 Z Pre(er, ea)PY(eq, e2) Z ‘5‘ < —C Z Pre(ey, e3)PE(e1, e3),

(e1,e2)EE pesUn (e1,e2)EE
(M XE,(p,e1))Fe
for some constant C. Indeed this proves assertion .
Hence, U,, andY,, are computationally indistinguishable. O
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Chapter 5

Conclusion

We were looking for a logic in the literature with potentialities that allowed us to reason about
relevant aspects in information security. The dynamic probabilistic epistemic model allows us to
reason about knowledge and uncertainty and even allows updating of information, so it seemed
to be promising. We made an overview of dynamic probabilistic epistemic logic and tested it in
applications that seemed pertinent from the perspective of information security. It turns out that
this logic was expressive enough to model these simple, but meaningful, situations. Therefore, the

hope we placed in this logic was credible.

In the future we want to analyze alternative variations of this logic and one of the future ideas is
to make an approach of this logic with an equational base rather than propositional. That step
will allow us to express the properties of ciphers on top of an algebra of messages, a scenario much
closer to the usual security models. After we get an axiomatization and prove completeness we
intend to prove the correctness, even if bounded, of security protocols. Already Halpern, Pass and
Raman (in [Zero Knowledge]) used epistemic logic for the modeling zero-knowledge systems and

establish their correctness.

During the overview of the logic, namely in Definition 3.2.2, we opted for considering the proba-
bilistic assignments to be probability functions instead of probability spaces. Actually we lost some
expressiveness but we simplified significantly the logic and indeed this was all we needed for the

applications of the last chapter.

Throughout the text, a formal question has emerged with respect to the rigor with which we deal
with updates of events with probability 0. In fact, these particular cases should not be relevant in

practice, but is recommended further reading of the literature, namely [3] and [2].

The very last application of this work, the problem of computational indistinguishability, could have
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been modeled using a modal logic with algorithmic knowledge. As we saw, our logic fits perfectly in
this example. However the approach which follows from the work of Halpern and Pucella [I4] is an
interesting alternative. This latter approach consists on defining algorithmic knowledge and joining
this together with the probabilistic epistemic logic by introducing a new modal operator that repre-
sents the algorithmic knowledge and framing it in the probabilistic component. In fact, such a logic
distinguishes explicit knowledge from implicit knowledge and, indeed, in computational indistin-
guishability we want to model explicit knowledge. However, the logic with algorithmic knowledge
is far from being axiomatizable and, at once, our approach using dynamic probabilistic epistemic
logic appeared to be much more suitable and versatile. Still exist two alternative approaches to

explore in this context, [16] and [I7].

This text proved that it is worth to devote closer attention to the dynamic probabilistic epistemic

logic in the context of information security.
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